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ZTF: data/processing flow
ZTF acts as a discovery 
engine. Discoveries are 

followed-up using a wide 
range of instruments 
(including ZTF itself)

See Masci+ 2019



Fritz: Schematic overview

        and friends

Observe   →   Mine/Discover   →   Study and Characterize   →   Profit!1

Follow-up ++

Kowalski

Fritz

SkyPortal

https://fritz-marshal.org/

        and friends

https://fritz-marshal.org/


Fritz: dev
- Clubhouse:

- https://app.clubhouse.io/astromarshal

- Github:
- https://github.com/fritz-marshal/fritz
- https://github.com/skyportal/skyportal
- https://github.com/dmitryduev/kowalski 

- Developer guidelines:
- https://fritz-marshal.org/doc/developer.html

https://app.clubhouse.io/astromarshal
https://github.com/fritz-marshal/fritz
https://github.com/skyportal/skyportal
https://github.com/dmitryduev/kowalski
https://fritz-marshal.org/doc/developer.html


Fritz: features
- Open source (free to use, modify, and distribute)
- Powerful alert stream enhancement/filtering capabilities
- Extendible & scalable design: async Python backends, React/Redux frontend 
- Rich APIs for machine usage 
- Fine-grained access control 
- Authentication via Google (or other OAuth) 
- Real-time Slack-like messaging, notifications 
- Rich visualization capabilities
- Follow-up management
- Distributed computation via Dask 
- Docker compose or Kubernetes deployment
- Well-tested, extensive docs, CI/CD



Kowalski: a tool for TDA
- A sink for the ZTF alert stream
- ZTF light curves
- >30 external catalogs
- ML models
- Cross-matches

Beefy machines (50TB SSDs, 1TB memory) for local deployment

https://github.com/dmitryduev/kowalski

https://github.com/dmitryduev/kowalski-dev


Kowalski: some tech details
- traefik.io reverse proxy/load balancer
- aiohttp-based API layer

- asyncio event loop with futures scheduling serves as a queue; simple, fast and robust
- JWT tokens

- MongoDB
- NoSQL: BSON documents in collections. Natural to store alerts (AVRO directly translates into 

BSON; evolving schema) and light curves (1 read per source to extract data points)
- (Compound) indexes and covered queries for efficient access to most-in-demand data
- Built-in GeoJSON support with 2D indexes on the sphere
- MQL: cone and general searches, aggregation pipelines
- Horizontal scale-out

Containerized; orchestration with docker-compose



Kowalski: stats
- 30+ databases (Gaia, PS1, 2MASS…) [~10 TB] 
- 70+ active users including several services
- ~100M queries/day typical load
- Indices ~5% total db size
- Direct Kafka alert streams from IPAC 
- >310 M ZTF alerts [~10 TB]
- >3.5 B ZTF light curves [~20 TB]



Kowalski: API + python client
OpenAPI specs:

https://kowalski.caltech.edu/docs/api

Python client:

https://github.com/dmitryduev/penquins

https://kowalski.caltech.edu/docs/api
https://github.com/dmitryduev/penquins


Kowalski as a part of Fritz
- Alert stream filters 

- Incoming alerts are cross-matched against the external catalogs
- ML models are executed on alerts
- Freshly-ingested enhanced alerts are passed through user-defined filters and posted to 

SkyPortal 
- Filters are implemented as MongoDB aggregation pipelines
- https://fritz-marshal.org/doc/user_guide.html#alert-filters-in-fritz 

- Queryable store of ZTF alerts and light curves++

https://fritz-marshal.org/doc/user_guide.html#alert-filters-in-fritz


Kowalski: alert stream filters
Public databases for 
filter design and 
debugging

https://fritz-marshal.org/doc

https://fritz-marshal.org/doc


A data portal, inspired by the PTF/GROWTH marshal, 
utilizing secure modern web technologies, scales 
effectively, and is highly customizable and extensible 
so that it can be applied to various astronomy problems 
related to ZTF, LSST, and other surveys.

https://skyportal.io

SkyPortal: vision

https://skyportal.io


cesium-ml.org

SkyPortal: architecture





SkyPortal: example API request



https://skyportal.io/docs/api.html

SkyPortal: API docs
API-first system



Fritz: misc
- Integrates and extends Kowalski & SkyPortal

- ZTF-specific API endpoints and frontend components

- Deployments:
- Local: orchestrated with docker-compose for beta-testers
- Staging: GCP, orchestrated with k8s
- Production: hybrid, GCP+local, orchestrated with docker-compose and k8s

- Current focus on transient science
- Variable and Solar system science cases coming soon

HUGE THANKS TO THE BETA-TESTERS!!!



DEMO













All of these actions (and many, 
many more) can be carried out 
programmatically using the API 
(which is what the frontend is 
actually doing)


