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Overview: Distribu.ng ZTF Alerts
● As ZTF observes, images are downloaded 

from the mountain, differenced, objects 
detected, measured, and associated.

● For each detection,  an “alert packet” is 
produced, containing the current 
measurement, any measurements over the 
past 30 days, and image cutouts (FITS).

● This information is serialized in the AVRO 
format

● AVRO packets are posted to an Apache Kafka 
broker cluster at IPAC

https://github.com/ZwickyTransientFacility/ztf-avro-alert

https://avro.apache.org/

https://kafka.apache.org/

The goal: reliably deliver notifications and information on newly detected events with ~20 minute latency.
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ZTF Alert Distribution System: Partnership

For the past ~7 months, we’ve been operating an 
alert distribution service for the ZTF partnership.

The service runs at a machine at UW 
(epyc.astro.washington.edu), receives alerts from 
IPAC, and forwards them to partnership event 
consumers.
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ZTF Alert Distribu/on System: Public
Similarly, we run a public alert service, since June 

4th.

The public service only redistributes the MSIP

stream, and runs in the cloud. It’s a ”version 2.0” of 

the system, based on what we’ve learned by standing 

up the partnership service.

● Operational Goals:
● Sufficient throughput for real-time operation: 1 

MBytes/second/broker, sustained.
● 99% reliability: 1 full night/quarter downtime

○ Allowed for shorter night time downtimes, 

e.g. occasional 10-15 minute windows.
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Experience, ~7-months in
● Partnership endpoint

○ Generally stable operations (esp. the last 2-3 months)

○ The first version of kafka broker system; LSST-derived, brought over some unnecessary (for 
us) complexity

○ Configuration mismatches, hardware instability => duplicate messages

● Public endpoint
○ Very stable: no restart/issues since June 1st launch (*)

○ Simpler setup, dedicated VM

(*) Restarted MirrorMaker once to clear up 
some cosmetic issues. No alerts were

delayed because of it.
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Monitoring ZADS Status (Public only)

● http://monitor.alerts.ztf.uw.edu

○ Password protected (see next slide)

● Development status:

○ Monitors upstream connection to IPAC

○ More metrics / dashboards to be added.

http://monitor.alerts.ztf.uw.edu/
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https://monitor.alerts.ztf.uw.edu
u/p: ztf / fullofstars

https://monitor.alerts.ztf.uw.edu/


ZTF Partnership Meeting – Stockholm, Sweden – August 7th , 2018

ZTF Alerts Archive

https://ztf.uw.edu/alerts/partnership/

u/p: ztf / 16chipsOnPalomar

https://ztf.uw.edu/alerts/public/
https://ztf.uw.edu

If you don’t care about real-time response, this is what you should use (or the database: see next session).
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LCO 
Interface to 
Public 
Alerts
https://mars.lco.global

https://mars.lco.global/
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Connec&ng and Consuming ZTF Alerts (0/3)
● Who can connect?

● Anyone with a clear need who talks to us and promises not to blow up the 
system (no permissions implemented yet!)

● Marshal builders, broker builders, etc..
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Connecting and Consuming ZTF Alerts (1/3)
● Broker mirrors and keeps the last 7 days* of public alerts. Downstream users 

should make sure to download the data before it expires.

● Each night is a separate Kafka topic: ztf_20180725_programid1

● Bootstrap server: epyc.astro.washington.edu:9092
require Kafka clients v1.0+

● Authentication: IP Based (note: pwd auth TBD)

● Consumer group ID: <PROJECT>[-<foo>]
example: LCOGT, LCOGT-test
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Connecting and Consuming ZTF Alerts (2/3)
● A gradated checklist is at https://zwicky.tf/g2o

○ This links to https://github.com/dirac-institute/zads-
terraform/blob/master/documentation/connection-checklist.md

● Parsing the alerts:

○ Each alert is transmitted in AVRO Object Container File (https://zwicky.tf/2aa) format. Any 
AVRO library should be able to deserialize it. The ZTF schema is described at 
https://zwicky.tf/4t5.

○ We provide an example Python reader at 
https://github.com/ZwickyTransientFacility/alert_stream. You can use this as a basis to 
develop your clients.

https://zwicky.tf/g2o
https://github.com/dirac-institute/zads-terraform/blob/master/documentation/connection-checklist.md
https://zwicky.tf/2aa
https://zwicky.tf/4t5
https://github.com/ZwickyTransientFacility/alert_stream
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So#ware
● Alerts are stored in AVRO format – how do you read them?

● Connecting to the real-time stream:
○ https://github.com/ZwickyTransientFacility/alert_stream/

● Reading from files:
○ https://github.com/zgolkhou/ztf_public_alerts

● Upcoming:
○ A new, conda-installable, client to make all this much easier (“st”)

https://github.com/ZwickyTransientFacility/alert_stream/
https://github.com/zgolkhou/ztf_public_alerts
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Communications & Team
● Mailing list:

○ ztf-broker-ops@uw.edu

● Slack:

○ https://ztf-broker-ops.slack.com/

● Alert Archive

○ https://ztf.uw.edu

● Team

○ Mario Juric, Zach Golkhou, Eric Bellm, Maria 

Patterson (UW)

○ Ben Rusholme, Frank Masci (IPAC)

● Currently connected public brokers

○ ANTARES (NOAO)

○ ALERCE (CMM-Chile)

○ LASAIR (Edinburgh/Belfast)

○ MARS (LCO)

I’d like the partnership consumers to join these mailing 
lists, slack, etc! Info on how will be added to the wiki, but 

for now please talk to me to add you!

mailto:ztf-broker-ops@uw.edu
https://ztf-broker-ops.slack.com/
https://ztf.uw.edu/
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Experiments: Kafka SQL Server
● The ability to write alert filters in SQL – select only the alerts of interest to 

your science case.

Work by Marwan Shehri (summer project @ UW, UMd student)

● Consumes the alerts 
from one stream, filters it 
(potentially joins with a 
table), produces to 
another stream

● Scalable, robust
● Of interest to nex-gen 

marshals
● Of interest for algorithm 

development
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(Technical) Work ahead:
● Move the partnership endpoint to ”ZADS 2.0” 
● Proper authentication and authorization (required to broadly open it up)
● Monitoring for the partnership endpoint

● Establish clear procedures, responsibilities, and lines of communication (e.g., schema 
changes, exceptional situations, data transfer issues, cybersecurity issues, etc.)

● Consider on-the-wire format change to reduce packet sizes
● Documentation, documentation, documentation!

Keeping a list of prioritized issues in:
https://github.com/dirac-institute/zads-terraform

https://github.com/dirac-institute/zads-terraform
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(Science) Discussions Ahead
● Overall:

○ What is the feedback on ZADS? We’d like to hear more from our downstream partnership users.

● Filtering:
○ There’s an ongoing debate of what gets alerted on – only ”high quality” alerts, or all the alerts.

○ Current cuts make some science difficult to do:

■ E.g., comets are lost

■ No streaked objects in the alert stream

○ Proposal: let’s try to alert on everything, and we’ll filter it at the broker into multiple streams of different quality.

● Topic names/usage and late processing
○ Some alerts are missed they’re processed late, due to how we’ve configured topic names & mirroring policies.
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Discussion

Contact: mjuric@astro.washington.edu
@mjuric on ZTF Slack

mailto:mjuric@astro.washington.edu

