Keck Next Generation Adaptive Optics

Real-Time Controller (RTC)

Rebaseline Planning. Originated with meeting notes from April 16, 2009. Revised June 1, 2009.
The following is the old WBS structure under RTC Processor 1.4.5.1.x , as it stood prior to the rebaselining:

1. Technical Management

2. Centroid/Wavefront Reconstruction Processing Requirements

3. Centroid/Wavefront Reconstruction Processing Test Definition

4. Preconditioning and Scaling Processing Requirments

5. Preconditioning and Scaling Processing Test Definition

6. Low Order WFS Processing Requirements

7. Low Order WFS Processing Test Definition

8. Layer Combining and DM Processing Requirements

9. Camera Data Transfer

10. Radial Versus Rectilinear Voxels Trade Study

11. Define Required Bit Resolution

12. Analyze Single Event Upset

13. Analyze Power Use and Requirements

14. Voxel Communication Parameters

15. Diagnostics Design and I/O Requirements

16. Monitoring Design and I/O Requirements

17. Define Testing Procedures

18. Documentation

The following is a re-organization of work based on the “to-do” items we discussed. Parenthesized numbers indicate the corresponding original WBS item. This new WBS is effective starting May 1, 2009:
1. Technical Management (1)

2. Develop Internal Budgets

2.1. Wavefront error budget - contributors: word size (11), voxel sampling (10), latencies (14)
2.2. Power budget (13)

2.3. Volume budget

2.4. Error rate (12)

3. Algorithm development support

3.1. MPP off-line simulator

3.2. Split tomography development

3.3. Woofer-tweeter algorithm
4. RTC Hardware Architecture, Layout, and Design

4.1. Number and Function of boards

4.2. Layout of processors on boards
4.3. Interconnect of processors on-board (14)
4.4. Interconnect of boards to each other (14)

4.5. Clock distribution and synchronization
4.6. Trade chip processing capacity with power dissipation capacity and manage generated heat (13)

4.7. Hardware Interfaces to HOWFS and LOWFS cameras
4.8. Hardware Interfaces to DM drivers

4.9. Hardware Interface to Telemetry Data Capture System

5. RTC Software – Time-critical tasks on Processing Engine (PE):

5.1. Wavefront reconstructor software (2)
5.2. Tomography algorithm software (2, 4)
5.3. DM control software (inverse DM response function and open-loop control) (8)
5.4. Pseudo-open loop control software for the woofer

5.5. Split Tomography algorithm software (incorporation of tip/tilt sensors) (6)
5.6. Telemetry and Diagnostic Streams

5.6.1. Telemetry data streaming to archive (15)

5.6.2. Monitoring and diagnostics streams software (16)

5.6.2.1. Periodic status and data output to operator
5.6.2.2. Self-monitoring and alams (“heartbeat”, health status, operating within normal bounds)

6. Program Architecture and Programming - Non-time-critical tasks on Control Processor (CP):

6.1. Parameter loader

6.2. Real-time Control sequencer

7. Software Internal Interfaces

7.1. Control Processor (CP) to Processing Engine (PE)
7.2. WFS Camera interfaces

7.2.1. HOWFS camera interface
7.2.2. LOWFS camera interface
7.3. DM driver interface (to DACs)
8. Software External Interfaces
8.1. RTC Server on Control Processor (CP)
8.2. Interfaces to data telemetry capture system

9. RTC integration and testing plan

9.1. Hardware test plan (17)

9.2. Software test plan

9.2.1. Centroider/Wavefront reconstructor test (3)

9.2.2. Tomography test (5)

9.2.3. LOWFS processing test (7)

9.2.4. DM processing test

9.2.5. Hybrid control loop test

9.2.6. External interfaces test
10. Documentation (18)

10.1. Summary of documents

10.2. Comprehensive control loop diagram

10.3. Hard Real Time (HRT) design – description of time-critical RTC hardware unit

10.4. Hard Real Time (HRT) algorithms – description of the time-critical RTC software tasks

10.5. Soft Real Time (SRT) / Hart Real Time (HRT) interface – description of parameter loading, RTC sequencing, interface to user command processor

10.6. Hardware interface document – methods of connecting to the WFS cameras, DMs, and diagnostic capture system

10.7. Integration and testing plan

Notes: acronyms:

RTC = Real-time controller

MPP = Massively Parallel Processing – the paradigm adopted for the Keck RTC architecture that enables compute-intensive tomography to be practical in real-time.

CP = Control Processor – the processor that coordinates the timing and sequence of PE programs

PE = Processing Engine – consisting of the MPP processing units implementing the real-time tomography etc.

FPGA = Field Programmable Gate Arrays – a building-block computer processor chip that, in replication on circuit boards,  can implement the HRT PE using the massive parallel processing approach

GPU = Graphics Processing Unit – an alternative processor chip that could be used to implement some portions of the PE (perhaps dedicated to processing video input from cameras) and also fits within the MPP architectural approach

Milestones:

1. Version 0.1 of documentation (outline, roughed in or placeholder contents) – May 15

2. Draft versions of internal allocation budgets – April 30

3. Control loop diagrams complete – May 30

4. Off-line simulator completed and running – June 30

5. Algorithms mapped to processors (board architecture and software architecture defined) – July 30

6. Version 0.2 of documentation – Aug 30

7. Flow-down of latency assignments to internal interfaces complete – Sept 30

8. Board layouts version 1 complete (functional block diagram and space allocation on boards) – Sept 30

9. Version 1.0 of documentation – Oct 30

10. Update 1 to cost estimate – Nov 30

11. Design iteration 1 – Jan 30,’10

12. Update 2 to cost estimate – Feb 28,’10

