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Corinne Boyer – All Documents
1. NGAO RTC Requirements Spreadsheet

- FR 1412: what data are transferred from the TWFS to the RTC and at what rates? Centroids, modes…? Which system controls the LGS zoom mechanisms and the LGS tip/tilt mirrors?

This actually is not conforming – sorry about the green line, it should have been red. (--action item on our part--).There is no need for the RTC to deal with TWFS data since it is provided at a slow enough rate for the AO Controller to process directly. Instead the connection is to a non-real-time system that is within the scope of the AO Controller, not the RTC.

The AO Control drives the focus mechanism of the LGS WFS assembly. Again, this is not the function of the RTC.

The RTC can accept centroid offsets if the AO Control system decides to use this method to offload small amounts of LGS distance change.

- FR1406: I am concerned that a 2ms latency for the LGS process does not allow the 100Hz bandwidth requirement stated above

This should be 1 ms, not 2 ms. Thanks for catching this. Total latency is actually 2 ms if you count the readout time and ½ frame of stare and ½ frame of DM hold.

- FR1408 & 1434 & 1435: These requirements should be translated into numerical precision requirements for the different RTC processes

Agreed, and we did this in the design documents (see e.g. section 4.2 of Algorithm Design). Further flow down in to lower level requirements is now needed.

- FR1454: The times to power up and shut down the RTC are too long

There are a large number of electronic system that need to come up and to have their functionality verified during the boot up process. We assume this requirement is referring to the entire AO RTC including CP, all subsystems and drivers.  After further refinement of the hardware design, it may be possible to bring this down somewhat.

- FR1456: Should it be 4.09MB/sec for the LOWFS DM?

4 KB/Sec/Actuator x 1024 Actuators = 4.09 MB/sec for the LOWFS DM. Correct, we should change this requirement to relax it.

- FR1438: Which system computes these parameters? Are they estimated from a site monitoring system or are they computed from the RTC data by the AO control system? For the TMT system, we are planning to optimize the RTC parameters at 0.1Hz, so you may consider a faster update rate than 90s.

The AO control system calculates all these parameters. However, they have to be translated (by the AO Controller) to a form that the RTC can deal with. These are in the form of covariance matrices, Fourier shift parameters, etc. that are specifically tuned to the RTC’s algorithms running on (mostly) FPGAs. Aside from the pre-calculations, it is feasible that the RTC could accept parametric input on 0.1 sec time scales.

- FR1440: You should specify the RTC volume in U using 19" standard racks.

Not everything in the RTC goes into 19” racks, but I will list the rack space for those that do. Refer to Figure 49 for what goes on the Nasmyth platform.

- FR1441: 10,000kg looks pretty heavy? Do you mean 10kg?

Actually, we are given no guidance yet on the budget for weight (so this is just a place-holder that is large enough to draw attention for someone to fix). We haven’t calculated the real weight of the system as designed.

- FR1442: same comment with 20KW power dissipation. The TMT RTC power dissipation 

requirement is 1.5KW

Again, no guidance yet on the budget for power.

We can estimate from the current system as designed that it will take (conservatively) 300 watts each for 14 separate computers plus the Tomography Engine and ancillary equipment plus a margin.

1.5 KW seems very difficult for this amount of equipment. Are you referring to some subset?

- FR1443: You may want to include meteorite events and impacts on LGS WFS signals

While they do take away from use of the telescope, they don’t cause failures of the hardware or software, they are more like the effect of clouds, precipitation, etc.

- FR1449: The MTBF of 140h looks low

These are all events that cause an interruption in operation, not just hardware failures. It allows for 25 nights of crash-free operation, assuming 6 hrs per night.

- FR1409: It is not clear if the LGS TT mirrors are driven directly from the RTC or if the commands are computed by the RTC and sent to another system for control of the mirrors. If it is the case this interface is missing from the interface requirements.

What is the update rate for c)

All TT mirrors are driven directly by the RTC.

- FR1410: c) no update rate?

The DM update rate is the frame rate of the point-and-shoot HOWFS. This requirement item seems to be poorly worded.

- FR1409 & 1410: Is there any synchronization requirement between the LOWFS and LGS WFS?

The RTC frame clocks are synchronized to the highest frame rate.  This would generally be the HOWFS.  If the LOWFS is running at a slower rate, it will be synchronized to an integer multiple of the frame rate to facilitate synchronization of its data with the tomography engine and the telemetry system.

- FR1411: Does the TWFS interface directly with the RTC or via the AO Control system? Which system controls the LGS WFS focus? What are you doing with the TWFS data within the RTC? Do you update the LGS WFS reference vectors?

The TWFS does not interface to the RTC, except indirectly through the AO Control interface, which may send centroid offsets. This requirement is really in the scope of the (non-real-time) AO Controller.

- FR1414: c) not sure why the RTC needs to know about the science mode and instrument? d) in NGS mode, what type of reconstructor is planned? 

The AO Control will update the RTC’s parameters as the needs of the system/instruments change.  The RTC has no real state information of the science mode other than in terms of the parameters set by the AO Control

d) The algorithm in Figure 2 (Wavefront Reconstruction Algorithm) will be used for NGS mode as well. Sorry, we still need to specifically treat NGS mode in the Design Document (---action item on our part---)

- FR1426: which system provides the layer information?  See comment above. Not sure I understand the meaning of 2)

Cn2 is determined by an off line system and reported to the RTC by the AO Control

Layer height is not actually sent as an individual parameter, but integrated into the cone scaling arrays along with sodium height.

The control loops have gains, which may change as atmospheric or lasers conditions change.

- FR1427: Can you justify the 8 bits?

No, this was given as a requirement from an earlier draft of the requirements database. It should be revised (--action item on our part--)

- FR1432: Description and rationale are not aligned (NGS TTS in LOWFS & TTS on woofer DM)

Formatting issue – fixed in posted revision.

- FR1453: It is not clear which data are sent to the NGAO data server (calibration, telemetry and diagnostics)
See FR-1416. Frame-rate data is sent to the RTC Disk Subsystem (RAID), and averaged data is sent to the AO Controller for storage in it’s own data server.

NGAO RTC Algorithm Design Document

Main comments:
1) It would be nice to have an overview paragraph summarizing the different components of the system: number and type of WFS, number of sub-apertures per WFS, number and type of DMs, number of actuators per DMs, and number of TTMs (or TTS’s). 

Ok.

2) Which components are used in NGS mode (no LGS)? How do you intend to perform the wavefront reconstruction in this mode?

Just one reconstructor and one DM command generator, with the woofer / tweeter split. We should make this more clear in the Algorithm and Design Documents (--action item on our part--)

3) I would like to see how the TWFS data are used. Are the WFS reference vector updated in real time, or at the beginning of an observation…?

No in the RTC scope, really, but we envision that there would be periodic commands from the AO Controller to the RTC to update the reference centroids. Yes, this can happen in “real-time” during control operation.

4) What is the FoV of the IR LOWFS? Any foreseen acquisition issues? Can you describe the LOWFS wavefront reconstruction algorithm?

The LOWFS frame is quite large, a 100 x 100 pixel subwindow of a HI2RG array, with a pixel scale set by the WFS team; I think the plate scale is about 10-20 mas. So there is plenty of field for capture. The reconstructor starts with centroider weights appropriate for the entire subwindow, and then, since the LOWFS operate in closed loop, narrows the weights down to a smaller region at the center for optimal noise performance.

5) The system which computes the RTC parameters off-line needs to be designed: requirements, real time number of operations… This system may be very demanding too…  

Very true! It will be quite demanding especially at 0.1 second update rates if we decide to go that fast as you recommend.

Detailed comments:
- p3, Figure 1: how are used the TWFS outputs? 

The TWFS is not part of the RTC

- p8, Eq (13): C. Vogel has developed a model for the CILAS DM. You may want to look at what he has done.

Ok

- p18: where is Figure 4. Which system computes these parameters S_x, S_y and S_ny? Same question following page for E_tt?

Figure 4 is just below Figure 3 on page 9.

The covariance matrices (actually, spectral densities in the Fourier domain) and the tip/tilt estimation matrix are computed off-line by the AO Control system.

- p20: Figure 8: Is there a temporal filter for the HO correction path? Is it included in the tomography block? or simply not shown in this figure? It is not clear as well how the TWFS data are used? Do you intend to remove the low order modes from the HO correction? Do you intend to temporally control the LO modes independently from each other to enhance the control loop stability? 

A standard pole-zero controller is used in the woofer feedback. The open-loop control of tweeter is not temporally filtered. The TWFS is not involved in RTC operations. Low order modes are removed from high-order via the process outlined in section 2.5. We don’t anticipate any woofer bandwidth issues based on recent discussions with Cilas representatives. It is not clear how stability of the woofer control is improved by independent control of “modes” (I assume you mean Zernike modes). Performance may be improved by, for example different gains for different Fourier modes as suggested by Lisa Poyneer. This is easily implemented in the Fourier domain by a scale factor in the to the woofer in Figure 7.

- p28 Table 7 -> adjust latency in FR1406. Same comment with p29

The latencies shown in Table 7 include the stare, readout, and DM hold times, adding a millisecond to the compute time defined in FR-1406.

- p31, section 4.3.2: 3 32x32 LOWFS DMs not 7

Got that (Peter caught it too).

- p31, section 4.3.3: Is there a plan to do PSF reconstruction? Which system is in charge? The RTC? Or another system? This may require a lot of computing power.

Not within the present scope of the RTC. For now we’re just collecting the data via the high-speed telemetry system.

NGAO RTC Design Document

- p8, section 1.6.1: What is the role of the RTC CP? Does this computer perform any computation or does it just act as the interface between the AO control system and the other RTC computers?

It only provides an interface.  It takes commands from the AO Control and formats them for the needs of the specific sub systems.  It queries the RTC sub-systems in order to provide status to the AO Control.  It reports any messages, errors or alarms as set by the AO Control.  It makes entries in any logs determined by the AO Control.

- p13 & 14: Figure 8 & Figure 9: I do not see the NGS WFS (needed in NGS mode when no LGS) and the TWFS? 

I am updating the diagrams to include the NGS camera.  The camera is multiplexed into one of the tomography HOWFSs.  In the NGS mode, the tomography engine simply passes the data through to the woofer and tweeter command generators after separating the high order from the low order.

The TWFS is not a real time component.  It will be supplied with filtered data from the RTC Offload Processor.

- p15, section 1.8.4 what are the memory requirements for the WFS? 256x256 pixels (mask, flat, dark, gains…), < 0.5MB?

Pixels 

256x256x2

Mask 

64x64x2

Flat

64x64x2

Gains

64x64x2

Centroids
64x64x2x2

Wave front
64x64x2

Al together <512 KB.

- p17, Table 1, Frame rate is 2KHz?

Yes.  Also LOWFS stare time is 500 micro seconds, r0 is 18 cm, wind is `10 m/sec

- p21, section 3.1.1.3: It is not clear to me that 18 bits is sufficient for the wavefront reconstruction, tomography and DM fitting process. Have you performed your simulations in 18 bits fixed point format to double check the required accuracy of each step?


I’ll work on an analysis.

- p 24, section 3.2.1.1: Can you quantify how effective will be this method? Which off-line system will perform these wind estimations? Have you estimated the computing power needed by this off-line computer?


Use the force Luke!

- p26 Figure 13: Should be ms not (s. Same remark section 3.2.1.2 and Figure 17.

Oops! (-- action item on our part to fix Figures 13 and 17 ---)

- p30 Time to transfer from the HOWFS camera to frame grabber and then from the frame grabber to the centroider is 100us. Is there a way to reduce this transfer time?

Each implementation has different sources of overhead.  These numbers are intended to account for them.  And provide a buffer should other areas get larger in final implementation.

- p32 Table 8: Again it will help to have an explanation of what is the NGS mode, which components are used? What is the algorithm for wavefront reconstruction?

Will do. (see answer I gave in the related Algorithms Document question above) (--action item on our part to write chapters on the NGS mode for both documents --)

There is no detail explaining how these latencies have been estimated (except the statement in 3.2.2). I think more details are needed in terms of number of operations for each major step of the algorithm.


This analysis has been done. (--action item on our part to add more description in the Design document regarding fine-scale latency calculations--).

- p41: section 6.2: Are these centroids reference vectors computed somewhere? By which system?

These are computed by the AO Control.  Prior to being sent to the RTC, they are combined with the Offsets so these are really the reference centroids + offsets. 

- p42: Figure 19: How many woofer TTS do you have? 


Only 1, I got carried away. (-- mistake in diagram 19--)

- p44: “The T/T removed centroids are processed separately off-line…” which system is responsible for the computation and control of the HOWFS TTM?


That was an editing error.  It should read:

“Tip/Tilt is then extracted from the centroids and subtracted from them.
The Tip/Tilt removed centroids are then processed by the wavefront reconstruction algorithm to produce a corresponding tip/tilt removed wavefront.”

Does the RTC compute the focus for each HOWFS, or some other system?

The section now reads:

The images are first corrected for dark current and background.  They are then thresholded, and processed to produce centroids corrected for reference centroids and offsets.
Dark current and background values are combined by the AO Control prior to sending to the RTC.  References to “dark current” include the combined background values.
Reference centroids and offsets are combined by the AO Control prior to sending to the RTC.  References to “reference centroids” include the combined offset values.
Tip/Tilt are then extracted from the centroids and subtracted from them.

The Tip/Tilt removed centroids are processed to produce a corresponding tip/tilt removed wavefront.

The tip/tilt value is used to control the tip/tilt mirror associated with the HOWFS

The tip/tilt removed centroids are sent to a separate non RTC processor to extract focus.  
This will be used to sense any change in the sodium layer or persistent system focus.  This change will be compensated for by moving the HOWFS to a more correct focus position and/or updating the offsets and consequently the reference centroids.  The path for this data is through the telemetry path.

The focus processor(s) are not part of the real time system.
- p49 section7: What is the number of operations per second for the tomography algorithm? 

There are >7000 clock cycles per frame per voxel for the algorithm to converge.

At 2KHz, that is 14 M operations per second per voxel plus overhead for control, real time diagnostics and telemetry.  

There are 9,680 PEs operating in parallel executing at this rate.  Each PE must do calculations for 4 voxels, for a total rate of > 544 G operations per second.
- p54 section 7.1: How fast can you load new algorithms parameters for the tomography algorithm? What are the memory requirements for this algorithm?

We load parameters at the end of a frame.  It might take several frames to load a complete new set of parameters, but normally, they would not all be loaded simultaneously and an update would be complete in one frame.

The memory requirements are less than 5 kbyte for each compute element in the FPGA array, which well within the Vertex 6 capacity.

(-- action item on our part to document the memory per PE required. It has been analyzed, just needs to be documented --)

- p69 section 7.5.3: Can you give the number of PE’s and FPGA’s (which Xilinc virtex6?) and boards required to perform the different steps? 

For the tomography engine:

88x88 subapertures x 5 layers / 4 = 9,680 PEs (Each PE handles calculations for 4 voxels)

42 – Xilinx VSX240Ts will be used

This will require 5 boards with 9 FPGAs per board

- p81 Is there any plan to compute the PSF from the high speed telemetry data? 

This is not a RTC function except to supply, in the telemetry stream, filtered data that would later be used to do the calculations.

- p96: Does the RTC monitors temperatures, air flows…? Or is it another system?

Yes, the RTC monitors all of its airflows, air temperatures, board temperatures for custom boards, and die temperatures for the FPGAs and any other devices for which this information is available.  See section 14 and 15.2.

1) How does the latency vary with the number of iterations for the wavefront reconstruction and the tomography process?
Yes. We plan to use a fixed number of iterations per camera frame. The current latencies are computed for one iteration per camera frame in reconstruction and 3 iterations per frame in tomography. See the discussion in sections 2.3 and 2.4 in the Algorithm Document regarding iteration.
NGAO RTC Test Document

Testing- p9, section 4.2.3: How long does it take to run the initial operational test? It may be a good idea to run this test everyday as part of the everyday checkup.

It will take less than 20 minutes.  It is intended to be run prior to operating, so everyday would be consistent.

- p11 RTC_O_2: To get the same output data from the input WFS data, you need to have the same set of parameters for the RTC and you need to turn off all the optimization process. This is general comment for most of the tests described in this document.

Correct.

- p11, CP: Is there a requirement for an RTC high level simulation mode? This mode could be used to test the interface with the AO control system.

No existing requirement.  Might be good though

You are already planning to have a low-level simulation mode where for example the WFS input streams are simulated.

Yes
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