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1. Introduction
This document describes the preliminary motion control design for the NGAO system. We begin by describing the locations where motion control is needed and then break down the motion by location and type of control it will require. We then present some flow down requirements. The architecture is then introduced, including support equipment and the location of the controllers. Then we trace the optical path of the AO system and present the relevant information for each subsystem. Next we look at the Laser Guide Star facility followed by the science instruments. The final sections summarize requirements compliance and address risks. 
This design is heavily dependant on the decisions made by the subsystem designers. As some of these designs are still evolving, parts of this document are lacking detail.
2. References
2.1. Referenced Documents

Documents referenced are listed in Table 1.  Copies of these documents may be obtained from the source listed in the table.

	Ref. #
	Document #
	Revision or Effective Date
	Source
	Title

	1
	KAON 105
	24 APR 1996
	WMKO
	Servo vs. Stepper for AO Optics Bench
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	KAON 511
	0.3
	WMKO
	NGAO System Design Manual
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	18 MAR 2010
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	KAON 572
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Table 1:  Reference Documents
2.2. Acronyms and Abbreviations
Table 2 defines the acronyms and abbreviations used in this document.

	Acronym/Abbreviation
	Definition

	ADC
	Atmospheric Dispersion Compensator

	AO
	Adaptive Optics

	BGS
	Laser Beam Generation System

	BTO
	Laser Beam Transport Optics

	COTS
	Commercial Of The Shelf

	DOF
	Degree of Freedom

	DM
	Deformable Mirror

	DSM
	Interferometer Dual Star Module

	IF
	Keck-Keck Interferometer

	K1 
	Keck 1 

	K2
	Keck 2 

	KAON
	Keck Adaptive Optics Note

	LGS
	Laser Guide Star

	LLF
	Laser Launch Facility

	LOWFS
	Low Order Wave Front Sensor

	LSE
	Laser Service Enclosure

	LVDS
	Low Voltage Differential Signaling

	MEMS
	Micro Electro-Mechanical Systems

	NGAO
	Keck Next Generation Adaptive Optics System

	NGS
	Natural Guide Star

	PBS
	Product Breakdown Structure

	PWM
	Pulse Width Modulated (Modulation)

	WFS
	Wave Front Sensor

	WMKO
	W. M. Keck Observatory


Table 2:  Acronyms and Abbreviations
3. Overview
3.1. System Description
The NGAO system is comprised of a cascade relay AO system, laser guide star facility, science instrument and support equipment, as illustrated in Figure 1. These systems combine to produce high Strehl performance over the near-IR wavelengths and modest Strehl into the visible for objects too faint to be used as guide stars. Multiple laser guide stars and tomographic reconstruction techniques are used to overcome the effects of focus anisoplanatism. Additional laser guide stars are used to sharpen the natural guide stars used to provide tip, tilt, focus and astigmatism information and to remove tilt anisoplanatism. Approximately 90 moving axes are needed to support the AO and Laser Guide Star systems.
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Figure 1: NGAO Block Diagram
3.2. Location of Motion Devices

The locations of these devices in the NGAO system are shown in Figure 2. There are five primary areas NGAO motion control equipment will be located. The devices on the cooled AO bench and those outside of the AO bench (AO Room) will be located on the left Nasmyth platform. Several devices in the calibration/simulation system will be located in the AO Electronics Vault (E‑vault), also located on the left Nasmyth platform. The devices for the Laser Switchyard will be on the elevation ring. The Beam Generation System (BGS) devices that control the asterism and steering of the patrolling guide stars will be in the secondary socket on the telescope. 
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Figure 2: Motion Device Locations

3.3. Control Category

The concept of a control category, first introduced in KAON 643 (Motion Control Architecture Study), is used throughout this document. The breakdown has been simplified to match the current design. This breakdown is used by the controls team to help partition the design. The four categories are described below. 

1) Low precision in/out
· simple in/out devices
· actuators other than motors (e.g., solenoid, pneumatic, etc.) may be considered 

· switches or hard stops may be used to define positions
· knowledge of position and velocity while moving, although desirable, may not be required

· a dichroic or fold, for example, that is either in beam or out of beam

· moved during configuration, not during an observation
2) Non tracking

· moved during configuration, not during an observation
· generally used to position an element for focus or alignment

· some devices with tight position tolerances

3) Tracking

· position calculated from and synchronized to external information (telescope az/el, etc)

· servo loops closed during an observation, update rates from 25ms to 100s of seconds
· various levels of precision required

· ADC, rotators

4) Special Consideration
· coordinated motion with other DOF(s)

· may be constantly moving during an observation, update rates ( 1Hz
· mechanical design may require the device to servo in position

· may require a high precision actuator, not a servo motor
· examples include steering mirrors, tip/tilt stages, and object selection arms
· pickoff arms require spatial position constraints to avoid collision
3.4. Device Breakdown with Location and Type

A detailed break down of the devices and their control types is shown below in Figure 3. The devices are listed along the vertical axis, roughly corresponding to their position in the AO beam path, with the laser devices at the bottom. The name of each device is shown along with its type of motion in parentheses (x, y, z, θ, Φ). Groups of devices (by subsystem) are denoted by a solid black horizontal line across the chart. The control category for each device is shown along the horizontal axis, with type 1 on the left and type 4 on the right. The general location of these devices is indicated with a colored diamond. The total number of degrees of freedom (DOF) for a device is shown in square brackets to the right of the diamond. 
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Figure 3: Summary of NGAO Motion Devices
3.5. Requirements Flow-down

A number of system requirements, functional requirements and Keck standards apply to the motion control design. Based on the formal requirements and experience with the current AO system, Interferometer and telescope motion controls and standard practices for implementing large motion control systems, the following subsystem and device level requirements have been generated. To avoid confusion, the term DOF is used to refer specifically to a single individual axis (channel) of control. Where a flow-down requirement has a direct link to a Contour requirement, that requirement is indicated in parenthesis.  
3.5.1. Subsystem Level Requirements
· The motion control system shall have the ability to position each device according to the following specifications:

· Payload 

· Range of travel

· Accuracy and repeatability

· Maximum move time

· The motion control system shall be able to synchronize the motion of multiple DOF.
· DOF within the NGAO system may require synchronous motion with respect to each other. This is referred to as move coordination. For example, pickoff arms must move both axes together in order to avoid a collision. 
· DOF may require synchronization with external devices/commands at a 40Hz+ (TBC) rate. This is referred to as a tracking device. The image rotator’s position, for example, is a function of telescope azimuth and elevation.

· NGAO devices may require both move coordination and tracking.

· The motion control system shall match the complexity, flexibility, and cost of hardware to the individual device requirements.

· The motion control system shall accept commands from the high level NGAO control system.

· This should include over-ride commands such as to abort a move that is in progress or a change in destination.

· The motion control system shall provide feedback to the NGAO control system in the form of

· Status and fault reporting

· High rate (e.g. 40Hz, TBC) position feedback to facilitate control of tracking devices whose command may originate outside of the NGAO system.
· Position data for non-tracking devices at a moderate rate for human feedback

· Configurable (parameter and rate) feedback for any device to facilitate diagnostics and maintenance
· The motion control system shall incorporate controllers that support motion programs to perform computations and/or act on inputs. These tasks can be handled at a higher level (as is currently done), but are more efficient when performed in the controller. Given the size of the NGAO system, moving tasks to the controller level will reduce the load on the high level control system and reduce communication overhead.

· No device shall move when power is applied or removed, when the servo loop is closed, or when a controller is reset (KS-82).

· A local emergency shutdown (e-stop) system and/or interface to the telescope e-stop may be required to protect personnel and equipment (SR-209).

· Lockout/Tagout and local/remote capabilities are required to protect personnel working on devices that can be remotely controlled (KS-80).

· The motion control system shall protect motors, stages and payloads from physical damage (KS-82).

· Typical protections include end-of-travel limit switches and hard stops to prevent physical collision; motor over-current detection to protect the motor; soft position limits, velocity and acceleration limits to protect the payload; and encoder failure detection to preserve servo loop integrity.
· The motion control system failures shall not exceed TBD % of total system downtime

· NGAO System is required to have 95% up-time (SR-95)
· Median time between faults > 4 hrs (SR-96)
· The motion control system shall not contribute more than TBD minutes of lost time on a night
· The components shall have a >10 year life (SR-151), 2900hrs/yr
· 200 nights/yr (SR-121), estimate 12hrs/night including calibration/setup
· include ~10hrs/week for testing

· current AO system components specified at >5yr, 2500 hrs/yr
· The components of the motion control system shall operate in the environment present at the W.M. Keck Observatory on the summit of Mauna Kea (SR-254, KS‑49, KS-88)
· All components will operate within specification at an elevation of 4200m above sea level. Vendor advertised specifications will likely require de-rating and possibly dedicated cooling.
· Operation, possibly with reduced performance, is also required at sea level for laboratory integration and test
· When required, components shall operate within specification in the cold enclosure at a temperature of ‑15°C ± 1°C. This includes, but is not limited to, stages, motors, encoders and limit switches (FR-14).
· When required, components shall operate within specification in the telescope dome environment, being exposed to temperatures from -10° to +20° C, and possibly wind and dust (SR‑254).

· When required, components shall operate within specification in the non-cooled area of the AO enclosure at temperatures ranging from -12° to +22° C (SR-254, FR-3426).

· When required, components shall operate within specification in the AO electronics vault at temperatures ranging from 10° to 15° C (FR-3436).

· The motion control system shall minimize the thermal load on the cold enclosure.
· The thermal dissipation in the cold enclosure shall be limited to TBD Watts per device, TBD watts total.

· The components of the motion control system located on the AO bench shall not emit light (IR or visible), KS-46.

· The motion control system shall limit generation of Electro Magnetic Interference (EMI), KS-43.

· The motion control system shall tolerate the presence of Electro Magnetic and Radio Frequency Interference (RFI), KS-43.

· The components of the motion control system, specifically cooling fans, shall not contribute vibration to the environment, SR-292.
· The motion control system shall be implemented with a workable and maintainable physical layout.

· The architecture must consider the requirements for maintenance and troubleshooting the system.

· The architecture should take into account the possibility of additions to the system.

· In order to reduce maintenance efforts, the motion control system shall provide interchangeable/swappable components where practical.

· Ideally, a Plug-and-Play or in-system configurable approach will be used which requires no configuration prior to installation in the system. 

· The motion control system shall include as much diagnostics as practical.

· In order to facilitate initial setup and ensure long term performance, servo tuning software should be available from the vendor of the motion control hardware

3.5.2. Device Level Requirements

From the architecture requirements listed above, we identify some more detailed requirements for each (DOF). 
· The use of stepper motors is discouraged (KAON 643 §7.6, KAON 105).

· An exception is made for devices located inside a cryostat where steppers or piezo actuators are preferred. 
· End of travel limit switches shall be fail-safe, i.e. normally closed contacts that open when triggered. They should be optically isolated in the controller to prevent ground loops. Motion controller inputs should support both dry-contact and electrical type switches. Limit switches should be powered by the servo (or encoder if separate from servo) power supply (KS-82, KAON 643 §7.7)

· To achieve the positioning requirements, a DOF must be capable of being “homed”

· The precision of homing should be consistent with the required device performance. 

· Optionally, a DOF can be moved to a specified offset after the physical reference position has been found. This allows use of protection (limit) switches or hard stops for homing.
· Homing is not required if an absolute, load side encoder system is used

· When possible, homing should be performed off of a fixed position of the load so changing motors (or actuators) does not require recalibration of the stage.
· “Soft” (software programmable) limits should be available to prevent a DOF from hitting the hard limits. 

· Soft limits allow deceleration and a controlled stop whereas hard limits require a more abrupt stop to prevent a collision.

· A number of status, error and fault reporting signals should be present. Some of these are primarily useful for setup or debugging, others are vital for system operation.

· Current position/velocity

· Amplifier enable

· Motion complete / ‘in position’

· Real-time limit switch status

· Latched limit switch status (desirable, not required)

· Output current / DAC output
· Real-time following error (difference between actual and commanded position)
· Maximum following error exceeded (fault)
· Motor over current error (amp fault)

· Over-temperature error

· Communications errors

· Controller watchdog fault

· The control system should support the option to fit a DOF with a shaft brake. 
· Note: to date, no DOF have been determined to need a break.
· Some high precision DOFs may require both drive side (motor) and load side (stage) encoders. A motor is usually fitted with an encoder and is referred to as the drive side encoder. Due to the nature of the mechanical coupling between the drive and the load, the actual position of the load may have an unpredictable relationship with the position of the motor. The use of two encoders allows the position to be controlled more precisely without sacrificing stability of the velocity (motor) control loop.
· Note: to date, no DOFs have been determined to need encoding beyond what is supplied with the stage. Several stages are supplied with load encoding. Only the proposed rotator stage is fitted with dual feedback, a load encoder and a tachometer.
· In some cases, the load requirements on the motor are significantly different when moving in one direction as opposed to the other. Common examples are moving with or against gravity and moving with or against the force of a spring. Having a controller that includes a compensation factor for this effect is desirable.

· Coordinate systems (non-Cartesian may be required for some DOFs). Currently all of the conversions between a single DOF and the multiple DOFs required to position a device are done at a higher level. Some controllers are capable of creating ‘coordinate systems’ out of a number of channels. This allows tight trajectory control with reduced overhead. Coordinate systems can also help solve transformation problems when reversing moves or handling complex kinematics of multi axis devices.

· Debugging and device characterization benefit from the ability to send open-loop commands to a DOF. This eliminates the servo loop and higher level control.

3.6. Architecture

The motion control architecture will be distributed in nature, placing controllers in multiple locations. The number of devices has decreased significantly as the subsystems have matured, making centralized control more practical, but there are still benefits to a distributed approach. Cabling, for instance, is one of the main drivers toward a distributed architecture. Reference KAON 643, the motion control architecture study.
3.6.1. Controllers and Actuators
The methods of actuation and control for the various device types are outlined below. This will be referenced throughout the design in later sections of this document. Refer to KAON 643 for background information on these selections.
Servo motors will be controlled via multi-axis motion controllers. Controllers should be capable of performing the conversion between engineering units and encoder units. The ability to define coordinate systems is highly desirable to reduce overhead on the control system. Although a vendor has not been selected, the Delta-Tau PowerPMAC looks to be a good candidate given its programmability and scalability. Controllers will be mounted in standard 19inch equipment racks. Rack mountable equipment is preferred, although equipment with non-standard chassis can be placed on shelves within the rack.

For the lower precision, type 1 devices with intermittent motion, smart motors are recommended. A smart motor is a servo motor with an integrated controller. These devices can be chained together on a single communication port and power supply, providing a significant reduction in cabling. These motors have a NEMA17 or NEMA23 frame, so stages will need to be selected with that in mind. For cases where a smart motor is not useable, a conventional DC servo with shaft encoder will be used. The motor could be either brushed or brushless and depending on the location, a PWM amplifier could be used. See section 7.1 for risks associated with smart motors.
Some type 2 devices may be grouped with the type 1 devices and controlled via smart motor. The remainder will likely be actuated with conventional servo motors with feedback from either a load-side or shaft encoders. The motor could be either brushed or brushless. Assuming electrical noise from PWM amplifiers is managed, linear amplifiers may not be required. Servo loops will be tuned to achieve commanded position within reasonable settling time; performance while stage in motion (following error, damping) is less critical.
Type 3 devices will be actuated with brushed or brushless servo motors with feedback from either load-side or shaft encoders. Assuming electrical noise from PWM amplifiers is managed, linear amplifiers may not be required. However, the torque jitter present in PWM driven loops may not be acceptable; the required performance may dictate the use of linear amplifiers. These devices have more stringent requirements on servo loop performance, including minimal following error, when the stage is in motion.
Type 4 devices require special consideration due to one or more requirements on their performance. These DOF will be actuated with a combination of motors, piezo and voice-coil actuators. Some of these DOF are required to track in some observing modes. Motorized devices likely require linear drive amplifiers. Piezo and voice-coil devices may not be suitable for use with a 3rd party controller. OEM controllers are available to match the specific actuator. These are provided with either a digital (serial/Ethernet) or analog interface. In general, these devices will not require a high control bandwidth; tracking is used for flexure compensation and the rates are slow. If higher bandwidth is required, the interface and update rates will need to be carefully considered once the devices have been chosen to ensure that the tracking performance requirements are met. Some of these devices require custom homing sequences that move two or more axes in sequence or coordination in order to prevent collision with fixed obstacles or payloads on adjacent stages. 
The use of stepper motors is discouraged for several reasons: minimal cost difference if an encoder is required, easier diagnostics and performance monitoring with servo motors and more electrical noise and vibration with steppers. An exception is made for devices located inside a cryostat where steppers or piezo actuators are preferred. Reference KAON 643 and KAON 105.

3.6.1.1. PWM Drives & EMI
Manufactures of servo drives are increasingly making use of Pulse Width Modulation (PWM) to efficiently transmit power to motors. PWM has several advantages and a few disadvantages. Of primary concern to NGAO is the generation of electromagnetic interference (EMI). PWM signals have relatively fast rise times and may be required to switch high currents through long lengths of cable; a scenario that leads to noise. Detectors on the AO bench are extremely sensitive and will likely not tolerate the presence of electrical noise. EMI could also affect analog feedback signals from strain gauge type sensors commonly used on piezo motion stages. The MEMS deformable mirrors may also be susceptible to EMI.
Even with the good cabling design and careful routing with sufficient physical isolation, PWM drives must not be used, or any cabling routed near, any of the various detectors, deformable mirrors or devices with analog feedback.

The architecture does not prohibit the use of PWM drives. In the case of smart motors, the drive signals are extremely short (several cm) which significantly reduces the magnitude of EMI. Many motors are not located near a sensitive device and careful cable design and routing may allow use of a PWM drive. In addition, many DOF only move during bench setup when sensitive devices are idle or could tolerate a slight elevation in EMI without an impact on performance.

When selecting PWM drives, they must be matched to the motor characteristics and, whenever possible, a path for changing to a linear drive should be identified.
3.6.1.2. Room for expansion

The baseline NGAO motion control architecture will budget space for a 10%, or nearest sensible incremental increase in the total number of servo motor axes, beyond what is outlined in this document and the Master Device List. It is acknowledged that some of the devices listed may not be implemented during initial commissioning, however these are included in the design and not considered expansion. The intent is to provide rack space, or if available, crate space for the additional controllers and amplifiers. Depending on the power supply configuration, power will be available or space will be available for an additional power supply. Communication ports will be reserved as well. Given the difficulty of modifying the cold enclosure, the design will make provisions for at least five additional motion cables passing through the enclosure wall. This will likely be a blank panel that is not populated with connectors.
3.6.2. Control of Interferometer Stages

To support the interferometer, a number of motion stages and devices must be placed on the AO bench, inside the cold enclosure. Control of these devices will be divided as follows:

· Devices that cannot interfere with non-IF AO observing will be controlled by the IF control system. 

· Example: the OFS mirrors

· Devices that could interfere with non-IF AO observing will be controlled by the AO control system. The AO control system will provide the IF control system a means of accessing these devices.
· Example: hatches, IF dichroic, IF corner cube stage, IBM-T periscope
3.6.3. Support Equipment

The motion control system is required to halt all devices in response to the observatory emergency stop. Circuitry will be required to remove power from the motion control amplifiers. Recovery from the e-stop event will be faster if the encoders and limits remain powered; re-initializing the devices would not be necessary.
Some digital inputs and outputs will be required to control and monitor the status of the motion controllers. Inputs will be required to monitor the health of the controllers. Outputs will be required to reset a controller. 

Controllers will be connected to the Ethernet, either directly or via a protocol converter if their native protocol is RS-232 or USB.

Some controllers will need an analog setpoint and provide analog position feedback. Depending on the required bandwidth, either an Ethernet ready analog I/O module, an analog output from a motion controller or PLC, or an analog card in a control computer will be required.

Remote control of the power feeding servo amplifiers and motion controllers will be included.
3.6.4. Cabling

For servo motors, a generic two DOF cable will be designed. This will provide the primary connection between the motion controller distribution panel and the motion axis. It is envisioned that the cable will have Mil-spec connectors on each end with conductors sized according to the demands of the motion axes. The length of this cable will be a function of the source and destination. The intent is to include cabling in the NGAO 3D model in order to avoid excess. Breakout cables will be required at each end of this cable to connect the distribution panel to the motion controllers and to convert the circular connector to the axis specific connector at the stage. A typical layout might look like Figure 4.
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Figure 4: Servo motor Cable
Assuming a brushed DC motor, each DOF requires twelve conductors, providing three position switches and three differential encoder signals, as follows:

· Motor phase (2 conductors)
· Position switches (4 conductors: 3 switches + common)
· Encoder signals (A, B, Z) (6 conductors)

The two DOF within each distribution cable will share:
· Encoder power and return (2 conductors)
· Shield drain

This scheme will need to be adjusted for brushless motors to accommodate the additional phase and sensor conductors.

Non-servo stages will have different requirements that may not allow more than one DOF per cable. This will be evaluated on a case by case basis. The goal is to reduce the number of individual cables and connectors as much as possible, while maintaining reliability and serviceability.
3.6.5. Location of Equipment
The proposed architecture places controllers in the AO Electronics vault and the Laser Service Enclosure. The use of smart motors puts some control on the AO bench.
The planned layout of the AO Bench, AO room and Electronics vault is shown in Figure 5 below. Although a single block is shown for the servo controllers, this may not reflect the final hardware implementation with all DOF on a single controller.
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Figure 5: AO Motion Control Layout
Several possibilities exist for the Laser devices on the secondary and in the Laser Service Enclosure, each with its set of benefits and challenges. The baseline design will place motion controllers in the LSE as outlined in Figure 6. 
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Figure 6: BGS Motion Controls in LSE

Locating the controllers in the Laser Service Enclosure (LSE) helps by shortening the cable run and does not require significant use of the elevation cable wrap. This approach also simplifies integration of the laser switchyard devices. Cabling between the LSE and secondary should be designed to include two or more devices per cable, where possible. This architecture is quite feasible. The present LSE design will accommodate the volume of the equipment and glycol cooling is already required. 

The controls team considered two alternatives to putting controls in the LSE: controllers on the secondary and all controls in the AO e-vault. Placing the controllers in the LSE was a compromise that appears workable.
One option, illustrated in Figure 7, is to locate distributed controllers on the secondary for the devices in the Laser Beam Generation System. This would significantly simplify the cabling, eliminating the need for ~15 long cables. This would address concerns about driving the piezo-linear stages, required for the asterism generation, through 40m cables. The down side is managing the heat and mass. Glycol is available on the secondary. The feasibility of this approach continues to be investigated.
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Figure 7: BGS Motion Controls on Secondary
Another option (not shown) is to place all of the laser motion controls in the AO electronics vault. Although this is a good location from the perspective of heat and mass, stages on the secondary must meet specification when driven through 40m of cable. This length is a concern for the linear-piezo devices and potentially brushless motors as well. For all devices, the voltage drop across the cables must be managed and differential drivers will be required for serial (encoder) data. All of the cabling will need to fit in the elevation cable wrap.
The decision matrix shown in Table 3 was used to evaluate the three options. The LSE and the E-vault score equally in this table. The LSE was given preference due to the lower risk to implementation success. During the Detailed Design phase, this decision will be revisited once more accurate costing has been performed, implementation details evaluated and further risk analysis/mitigation has been completed.
	 
	LSE (El-ring)
	Secondary
	e-vault (L-nas)
	Comment

	BGS cable lengths
	20m
	3m
	40m
	 

	Switchyard cable lengths
	3m
	20m
	20m
	 

	cables in Elevation wrap
	few
	some
	all
	 

	enclosure
	COTS insulated enclosure
	custom insulated enclosure
	standard rack
	 

	cooling
	heat exchanger on existing glycol circuit
	heat exchanger on existing glycol circuit
	convection in conditioned room
	 

	impact of mass
	moderate
	high
	none
	 

	cost
	moderate
	moderate
	low
	rough guess, needs more investigation

	power
	available
	available
	available
	 

	volume
	space available
	likely requires repackaging secondary mirror controllers. might be part of TCSU
	space likely available
	space in e-vault could be tight

	impact of vibration
	moderate
	high
	low
	 

	access to equipment
	elevation locked at Zenith
az access to Nasmyth deck
	elevation locked at horizon
az access to secondary
	any elevation
az access to Nasmyth deck
	Telescope normally at horizon, zenith is more restrictive

	implementation difficulty
	moderate
	high
	moderate
	needs more detailed evaluation

	implementation success risk
	low
	moderate
	high - cable lengths
	 

	Score
	4
	-3
	4
	 

	
	
	
	
	

	Score key
	green = 1
	yellow = 0
	red = -1
	


Table 3: Laser Device Location Decision Matrix
The design of the motion control hardware is presented in the following sections.
4. AO System
The AO system and instrument(s) are located on the telescope’s left Nasmyth platform at the f/15 focus. The AO system (optics bench) is enclosed and cooled to -15°C to reduce the thermal emissivity of the optical surfaces. Windows are provided to isolate this enclosure from the dome environment and AO clean room. The science path optics, acquisition camera, NGS wavefront sensor and Low Order Wave Front Sensor (LOWFS) assembly are located on the cooled AO bench. The entire AO system is located in a clean room that is maintained at dome ambient temperature, possibly with controlled humidity. The AO cold box, science instrument(s), the LGS WFS and the Interferometer Dual Star Module (DSM) are located in this clean room. An electronics vault and an ante-room to facilitate clean entry (similar to the existing AO enclosure) will be joined to the clean room. The electronics vault will have environmental controls, but not require the tight temperature and humidity controls present in the clean room or cooled bench. 

The following sections, organized according to the Project Breakdown Structure (PBS), detail the motion control architecture/design for the various AO subsystems.

4.1. Hatches

The AO system input window will have an automated hatch to provide physical protection and also prevent any light from exiting the AO enclosure during non-AO observing. This hatch is located on the telescope side of the elevation journal. 
Automated hatches will also be installed to seal the Interferometer output port(s) in the floor of the clean enclosure.
The mechanics of the input hatch assembly will likely not be changed from the current design. The mechanics of the output hatch assemblies will likely be similar to the existing AO hatch and Coudé mirror cover designs, using a rod-screw actuator to accommodate the long range of motion.

The state command will be provided by the NGAO control system, not the Interferometer control system as in the current implementation. 
The hatch is a low precision, Type 1 device. Encoder position feedback is not required. Two architecture options exist, 1) use the existing centralized open-loop drive system or 2) upgrade to a distributed system based on a smart motor.
The current implementation uses a custom Keck designed box that interfaces COTS motor controllers to the various hatch motors, limits, and the discrete I/O of the control system. There is no position feedback; hatch position is only known when a limit switch on the rod-screw actuator is triggered at full open or full closed. The input hatch is currently cabled and operating under command of the Interferometer control system. 
This control method could be upgraded by replacing the motor with a smart motor. The actuator uses a NEMA 23 motor, so mechanically this would be an easy changeover. A risk that would need to be addressed is the small amount of heat (~1W) generated by the controller in the idle state. The benefits of this upgrade would be to provide continuous position feedback when the actuator is in motion and not require any digital I/O to command the hatch.
The output hatches will likely use smart motors as this will be more cost effective than reusing the existing design. Some of the components are obsolete and a redesign would require more effort than integrating the smart motor which will be used elsewhere in NGAO. Heat from the motors will need to be investigated.
4.2. Image Rotator

The rotator is a precision device that requires special attention. The rotator is required to track in order to correct for the rotation induced by the motion of the telescope and keep the orientation of either the science field or the telescope pupil stable at the output of the AO system. The commanded position is a function of telescope elevation and azimuth. The rotator may also be stationary. If mechanical balance is not achieved, the stage will need to servo in position. This stage will likely require cooling to capture the heat it generates.
The current opto-mechanical design is based on the Newport RV240 high performance precision rotation stage. Versions of this stage are available with an incremental load-side encoder, eliminating the need for an additional encoder. The stage will rotate +/- 170°; it does not provide continuous rotation. The motor is a brushed servo design with a tachometer. The cable for the motor/encoder signals will be required to pass through the wall of the cold box. A bulkhead connector will be used to maintain the integrity of the enclosure wall. Operating temperature may be an issue for this stage. 

An alternative stage, the Aerotech ALAR-250, is based on a direct-drive brushless servo motor design, providing low torque ripple and zero backlash. The stage includes a sin/cos encoder for position feedback and hall effect sensors for commutation. The operating temperature is also a concern for this stage.

This stage will likely require a linear amplifier to meet the requirements. The torque jitter and errors due to digital to frequency conversion present in PWM drive systems could introduce problems for this stage.

In the current design, all of the position calculations are performed by the distributed control system. The motion controller does not perform any calculations to determine the trajectory of the stage. For NGAO, it is envisioned that the motion controller will contribute more to the positioning of the stage.

4.3. Narrow Field Relay 
The narrow field relay, as the name implies, provides correction to the narrow field science beam. The corrective element is a 4k-actuator MEMS (Micro Electro-Mechanical System) deformable mirror, produced by Boston Mircomachines. This deformable mirror is mounted on a slow tip/tilt stage for field steering. 

The DM and tip/tilt stage are mounted on the cooled AO bench. The tip/tilt electronics can most likely be located in the electronics vault. 

4.3.1. Tip/Tilt Platform

The range suggested for this stage is on the edge of what is possible with a COTS piezo tip/tilt platform. It is possible that a stage using voice-coil technology could be used. Limited work has been done on this part of the opto-mechanical design.
Assuming a piezo tip/tilt platform will provide enough motion and support the mass of the DM, it would be a good option. Feedback, likely strain gauge, would be required. 
4.4. Switchyard
The automated stages in the switchyard include the interferometer pickoff dichroic translation stage, the acquisition fold mirror, the NGS WFS Dichroic stage and the instrument select stage. These stages will all be on the cooled optical bench.

4.4.1. Interferometer Dichroic

A pickoff dichroic will be mounted on a translation stage to allow the optic to be inserted during interferometer observing. This will move vertically at a fixed angle to the beam.
Given the intermittent nature of the motion and the low precision, a smart motor is suggested for this stage. This smart motor will be chained with the other smart motors on the AO bench.
4.4.2. Acquisition Fold

A pickoff mirror and blue reflective dichroic will be mounted on a translation stage to allow the optics to be inserted in the beam. During acquisition of the science field, the pickoff is inserted to send the entire field to the acquisition camera (and completely blocks the beam from entering the LOWFS and narrow-field relay), it is only inserted during the acquisition phase of the observing sequence. The dichroic will be used during interferometer observations in the astrometry mode. The dichroic reflects blue light from the IBM-T reference to an imager mounted to the acquisition camera.
The pickoff stage will be actuated by a smart motor. This smart motor will be chained with the other smart motors on the AO bench.
4.4.3. NGS WFS Dichroic

The NGS WFS dichroic will be mounted on a translation stage to allow automated insertion. This optic will move vertically at a fixed angle to the beam.
Given the intermittent nature of the motion and the low precision, a smart motor is suggested for this stage. This smart motor will be chained with the other smart motors on the AO bench.
4.4.4. Instrument Select Fold

In the current design an optic will be rotated to redirect the beam to an alternate instrument. It is anticipated that a traditional servo channel will be required for this mechanism. 
4.5. Science Instrument Atmospheric Dispersion Compensator

An Atmospheric Dispersion Compensator (ADC) is required for the science instrument. The ADC is mounted to a translation stage to allow it to be removed from the beam. It has been suggested that two ADCs may be required to cover the desired range of wavelengths. In that case, the translation stage would also need to select between ADCs.
A motion control channel is required to insert/remove the ADC and two more channels are required to rotate the optical elements.

A smart motor is suggested for the in/out mechanism based on its intermittent motion. The accuracy of positioning this assembly may be on the edge of what is achievable with smart motors. A lot depends on the choice of translation stage. This smart motor would be chained with the other smart motors on the bench. A fall back would be to use a traditional servo motor coupled with linear drive amplifier.

The prism stages will require cables for the motor/encoder signals. These cables will be required to pass through the wall of the cold box. It may be possible to combine these two DOF on a single cable.

4.6. Interferometer Devices

4.6.1. IF Corner Cube

The astrometry mode requires a reference corner cube to be placed in front of the LODM. This will be on an actuated stage to allow removal during non-IF observing. This stage will be controlled by AO controls given its potential (negative) impact on non-IF observing.
4.6.2. IBM-T Camera Periscope

The Internal Baseline Monitor – Transverse, an ASTRA mode subsystem, requires a camera to image the reference corner cube. A periscope is moved into the beam when the IBM-T subsystem is in use. This stage will be controlled by AO controls given its potential (negative) impact on non-IF observing.
4.7. Laser Guide Star Wave Front Sensor (LGS WFS)

The LGS WFS assembly is located in the AO clean room, adjacent to the cooled AO bench. A window assembly in the cold box allows light to enter the WFS assembly. The function of the LGS WFS is to make wavefront phase measurements of the turbulence-induced distortions seen by the set of seven 589 nm LGS as they propagate downward back to Earth. Reference KAON 692 – LGS Wavefront Sensor Preliminary Design.
The LGS WFS assembly contains seven similar WFS units. Four are used to sense the fixed asterism, three for the patrolling guide stars. Each unit has a fast tip/tilt mirror (controlled by the RTC), relay optics, lenslet array and detector. Unique to each patrolling WFS is a theta-phi pickoff arm required to direct light from an arbitrary location in the field into the sensor optics. The patrolling WFS may also require an additional (slow) tip/tilt stage to position the pupil on the detector. This would not be under RTC control. The entire assembly must be translated along the optical axis to adjust for focus changes induced by variation in the distance to the atmospheric sodium layer. This effect is due both to a natural drift in the sodium layer altitude and the current zenith angle of the telescope.
4.7.1. LGS WFS Pickoff mechanism

A motorized assembly is needed to direct the light from the patrolling guide stars into their respective wavefront sensors. The design starts with a fixed ‘crank’ motor to which an arm is attached. To the end of the crank arm, a second, lever, motor and arm are attached. At the end of the lever arm is a mirror. There are several more fold optics mounted to the arms to fold the light through the assembly. The result is a pickoff mechanism that can be positioned in the field using two COTS rotation stages. The three probe arms will be in different planes, so collision of the probe tips is not possible. A switch mechanism has been recommended to constrain the motion of the probe arm to the optical field and prevent any part of the assembly from colliding with the supporting structure of the WFS. If the switch triggers, automatic recovery will take some thought, and perhaps trial and error, as incorrect position feedback could have lead to the fault and the safe operating zone is a complex shape.
These stages will be controlled via a mulit-axis controller and linear amplifiers. Each pair of axis should be controlled from the same controller to provide tight coordination of movement. It is highly desirable that the controller support coordinate systems to help translate the two rotational motions into the field position. The kinematic equations for the field position can be solved in the controller, allowing the AO control system to send commands in field coordinates rather than encoder counts or stage angles. The controllers will be located in the electronics vault. 
4.7.2. Patrolling LGS slow Tip/Tilt

A slow tip/tilt mechanism may be required to keep the patrolling guide stars centered on the WFS lenslets. These precision mechanisms will likely not be actuated with a servo motors. Piezo or voice coil stages are being considered. Depending on the actuator choice, controllers should be located in the e-vault. If there are constraints on the cable length, controllers may need to be located at the WFS. 
4.7.3. LGS WFS Assembly Focus

The entire WFS assembly will need to translate along the beam to provide a focus adjustment. This will require constant updates to handle changes in the distance to the atmospheric sodium layer. The update rate should be reasonably slow and tight synchronization to other events is not required. This will be controlled using a linear amplifier and a multi-axis controller located in the electronics vault.

4.8. Natural Guide Star Wave Front Sensor (NGS WFS)

The NGS WFS subsystem is comprised of a field selection mechanism and a wavefront sensor with a lenslet selector and alignment stages, a camera focus mechanism and an assembly focus mechanism. This subsystem is located after the narrow-field relay.

Field selection is performed by a pair of gimbal mounted mirrors. These four DOF are currently specified as stepper motors. This does not fit with the architecture. The steppers would be required to operate in micro-stepping mode, thereby generating heat that would need to be removed from the cold enclosure. The vendor also has a brushless servo motor option; however it may not meet the optical requirements. 

4.8.1. Lenslet selection/alignment

The lenslet selection is performed by a precision translation stage with an integral linear encoder. The current design will support three lenslet arrays as well as an open position. This stage must respect the position of the camera focus stage to avoid collision with the optics. The hardware protection mechanisms need more work.
The lenslet alignment stage will be a piezo elevation stage. This will be controlled through a vendor supplied controller with a serial interface.

4.8.2. Camera Focus

The camera focus stages will be a translation stage fitted with a DC motor. This stage permits adjusting the camera focus depending on the selected lenslet array. This stage must respect the position of the lenslet array to avoid collision. The hardware protection mechanisms need more work. Software will need to sequence the homing of these two stages to avoid collision.
4.8.3. Assembly Focus

The assembly focus stage will be a translation stage fitted with a DC motor. This stage permits adjusting the focus of the WFS to accommodate different upstream optics. There are no unusual constraints on this stage.

All of the motion stages will require cables for the motor/encoder signals to pass through the wall of the cold box.

4.9. Low Order Wave Front Sensors (LOWFS)

The LOWFS assembly includes two NIR tip-tilt sensors, a NIR tip-tilt-focus-astigmatism sensor (TTFA) and a visible truth wavefront sensor (TWFS).  Light from three natural guide stars feeds these four sensors. The T/T sensors each have their own star; the TWFS will use the visible NGS light while the TTFA uses the NIR light from the same NGS. Each star will be AO corrected using a MEMS DM internal to the assembly. This correction is maximized using the patrolling LGS beacons positioned near each star. The TWFS is used to calibrate biases that arise when using LGS in an AO system. This assembly is located on the cooled AO bench.
4.9.1. LOWFS Pickoff mechanism
The object selection mechanisms will be similar, if not identical, to the LGS WFS selection mechanisms described in section 4.7.1, using two rotational stages to position a small fold mirror in the field. As in the LGS WFS case, these stages are controlled by a precision multi-axis servo controller programmed to treat the two axes as a coordinate system. These cables will need to pass through the wall of the cold box. It should be possible to combine the two axes of each pickoff mechanism on a single cable.
4.9.2. LOWFS Unit Focus

Each LOWFS unit will require a focus motor. The current design suggests the use of a Physik Instrumente heavy-duty precision linear actuator. These are based on a servo motor include an encoder with 16nm resolution. These actuators will be controlled via linear amplifiers from a multi-axis controller located in the electronics vault. These cables will need to pass through the wall of the cold box. 
4.10. Acquisition Camera

The acquisition camera will be mounted on a linear stage to allow adjustment of its focus. Focusing on both a science object and a LGS are needed.
Given the intermittent nature of the motion and the moderate precision, a smart motor is suggested for this stage. This smart motor will be chained with the other smart motors on the AO bench.
4.11. Calibration/Simulation

The calibration/simulation subsystem will provide the necessary equipment for alignment, calibration and diagnostics: standard sources for flux and wavelength calibration of instruments; astrometric source(s) for instrument field distortion calibration; simulated NGS and LGS sources for calibration, testing and alignment; and atmospheric simulation. Motion stages will be needed to select between the modes, position the output and control the atmospheric simulation (turbulence generation). The module is located above the AO rotator inside the cold enclosure. An actuated fold mirror will be located in front of the rotator to direct the light into the AO system.

4.11.1. Devices

With the exception of inserting the injection fold and positioning the astrometric source, these devices are expected to require moderate positioning accuracy. Some of this equipment may be COTS and be supplied with the necessary controllers. Servo motors are expected to provide the required actuation for these linear and rotational stages. Several of these devices, the source shutter and the source attenuation wheel, will be located in the e-vault within the source module. 

4.11.2. Phase plate wheels

The phase plate wheels will likely not be part of the summit installation, or at least will not be available when the bench is sealed and cooled. They will be necessary for I&T and characterizing the performance of the system. Control and cabling of these devices will likely be temporary.
5. Laser Guide Star Facility
The Laser Guide Star Facility provides the facilities for propagation of the laser beams.  The LGSF includes the lasers, Laser Service Enclosure, Laser Launch Facility, Launch Telescope and any safety related system for propagation of laser beams.  The Laser Service Enclosure(s), housing the laser systems, are located on the elevation ring of the telescope. The Laser Launch Facility receives the laser beams and generates the asterism and propagates the beams from the behind the secondary.  Some of the electronics required for this system, such as the Laser Safety System Programmable Logic Controller may be located in the AO electronics vault.

5.1. Switchyard

The Switchyard is located within the Laser Enclosure attached to the elevation ring. It receives the beams from the laser units, formats them and sends them on to the Beam Transport Optics (BTO). The Switchyard ensures the laser beams are properly formatted and aligned to the BGS. The Switchyard compensates for pointing errors due to the changing gravity vector as the telescope moves in elevation. It also provides polarization controls, safety shutters, and a switchable element to dump most of the beam power to produce a low power alignment beam.

Thirteen axes of motion control are required for the Switchyard steering mirrors, wave plates and beam splitter
Reference the Laser Launch Facility Switchyard Preliminary Design (KAON 661) for more details.
The motion devices will require motion controllers and amplifiers. Both servo amplifiers and high-voltage PZT amplifiers will be needed.
Motion control cabling for six rotators and one linear stage will be required. These will all be servo motors. To control the three tip/tilt mirrors, motion control cabling will be needed for six piezo actuators. Depending on the architecture, these cables might be short – within the laser enclosure, or longer – running through the elevation wrap to the AO electronics vault.
5.2. Beam Transport Optics 
The Beam Transport Optics (BTO) subsystem is responsible for delivering the laser light from the Switchyard to the Beam Generation System. In the current design, there are no actuated components in this system. All of the actuated steering mirrors are located in either the Switchyard or Beam Generation System. Reference the Laser Launch Facility BTO Preliminary Design (KAON 662) for more details.

5.3. Beam Generation System
The Beam Generation System (BGS) is located within the secondary f/15 module on the telescope. It receives the laser beams from the Beam Transport Optics (BTO), formats them into the required asterism, directs them into the launch telescope and provides the beam pointing on the sky. 

The BGS requires a number of movable optics to divide the three incoming beams into the seven beams required for the sky beacons, position the beams into the required asterism and then reformat the result to be compatible with the Launch Telescope Assembly. 
There are 16 actuators in the BGS. The cabling requirements for the motion control aspect of this subsystem depend heavily on the location of the motion controller(s) and amplifiers. A number of the motion stages will require piezo actuators. The piezo actuators will require different controls and cabling than the servo motors.
Reference the Laser Launch Facility Beam Generation System Preliminary Design Document (KAON 659) for more information on the BGS.

As presented in section 3.6.5, there are two preferred options for locating the controls of the BGS devices, the LSE and the e-vault. The bulk of the DOF are straight forward servo devices requiring moderate precision. The stages used to position the patrolling LGS are unique. Linear piezo stages were selected to keep the design compact and lightweight. These stages require a specific controller supplied by the stage manufacturer. Two vendors for this stage have been identified, Physik Instrumente and SmarAct. Both vendors use a similar ‘walking’ piezo technology.  The interface to the controller will likely be RS-232 or USB. This will require protocol conversion to interface with the distributed control system.
5.4. Launch Telescope
The laser launch telescope is a vendor supplied unit that accepts the formatted laser beams from the BGS and projects them on the sky. There are no actuators associated with this subsystem.
6. Instruments 
For this document, two instruments are considered: the Interferometer and the Narrow-field Imager + Integral Field Spectrograph. The following sections provide an overview of both instruments and details of (or references to) their interface with the NGAO system. 
6.1. Interferometer

The NGAO system is required to support the Keck-Keck Interferometer. The preliminary NGAO design will support the ASTRA mode by providing a focused beam to the DSM.
The NGAO system is responsible for controlling fold dichroic discussed in section 4.4.1, the output hatches discussed in section 4.1, the corner cube translation stage discussed in section 4.6.1 and the IBM-T periscope stage discussed in section 4.6.2. 

The IF control system is responsible for approximately 30 devices are located on the DSM and AO bench. The IF Ancillary control rack, located in the AO electronics vault, also controls ~15 devices in the Coudé optical path. Refer to Interferometer electronics document 120‑00‑03: Master Device List for a complete description of the controlled devices. 
6.2. Narrow-field Imager + Integral Field Spectrograph

This instrument is being designed/built as part of the NGAO project and falls under the build to cost guidelines (KAON 642). This instrument will be located in the AO clean enclosure with electronics in the e-vault.
The instrument will be self contained and not require any motion control channels from the NGAO system.
7. Risks
Table 4 shows individual risks, based on the preliminary design, within the Motion Control subsystem.
Note: Likelihood can also be interpreted as uncertainty. In some cases there is a higher uncertainty, which has been equated with a higher likelihood, that a problem will occur. If the consequences are incurred within the detailed design phase, they would likely result in an impact to the schedule in the form of changes to the motion control system or possibly other NGAO subsystems. If not retired during detailed design, the consequences will be greater.
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Table 4:  Risk Matrix

7.1. Uncertainty in Device List

As the subsystem designs evolve, the devices change. It has been difficult to know if the list is correct. In some cases, subsystem design documents reference stage specifications, not the requirements on motion, making it difficult to understand the needs of the AO control system. An action from the mini-review to add information to the list to trace/validate the specifications needs to be completed. Errors in the device list could have a large impact on the success of the motion control system and the project as a whole. In order to solidify the motion control design and retire this risk, it is critical to have confidence in the device list and the requirements on each DOF. This needs to be done early in the detailed design phase with assistance of from Systems Engineering.

7.2. Device Speed and Time Budgets

The speed of all devices needs to be evaluated with respect to the various allocations for initialization, setup, acquisition and observing times. Given the relatively large range of some of these stages, homing may take a considerable amount of time if the slew rate is limited by either the stage or the characteristics of the payload. In addition, slewing from opposite ends of a range could be an issue when moving between targets. Areas of possible concern include the input rotator, LGS WFS focus, acquisition camera focus, cal/sim fold, LGS polarization rotators, LGS alignment beamsplitter, and LGS asterism rotator. The hatches should also be considered. This risk has high consequences given the possibility of not meeting high level requirements and the costs associated with making changes to a stage. With the help of System Engineering, the various time budgets must be flowed down to the device level. The results of this analysis could be captured on the master device list to validate the documented slewing and tracking speeds.

7.3. Drive Motor for FSM Gimbal Stages

The preliminary design of the FSM uses stages driven by stepper motors in micro-stepping mode to position the mirrors. This is a concern for both the motion architecture and the cold enclosure design. The manufacturer can also supply the stages with brushless DC motors, but it is not clear that the performance will meet requirements. The FSM designer was contacted in regard to this concern.
7.4. Suitability of Smart Motors
Research into smart motors was presented in KAON 668. The results showed that they were a strong candidate for lower precision devices with intermittent motion. Some testing is needed to gain in-house experience with their behavior, their idle power dissipation and whether or not they will function reliably at the operating temperature of the cold box. If changing to a conventional servo design is necessary, the earlier it is done, the better. 
7.5. Homing of LGS WFS and LOWFS Object Selection Arms

The object selection arms each are comprised of two rotational axes. Each pair has a unique and complex set of possible positions that do not create a physical interference. The arms have been designed with a limit switch that indicates the direction of motion that created the fault condition. The process required to home these stages is not clear, given that the relationship between the encoders and the allowable motions will not be correct and simultaneous motion of both axes is likely needed. 

7.6. Cabling

Managing the cabling continues to be a concern. There are a large number of DOF and other equipment requiring cabling. Cables within the cold enclosure will need to remain flexible at the cold operating temperature and be routed to allow motion and not vignette the beam. The motion cabling must also coexist with cables from other devices in the system. The cabling should be added to the 3D model of the NGAO system. The categorization of this risk does not consider the impact of changes to the device list.
7.7. Piezo-linear stages for patrolling LGS beacon steering

Two vendors were identified for these stages. After some discussion, both have stated that their stages will satisfy our requirements. In-house testing is required to finalize the selection and validate performance. The concerns are the operating temperature, cable length, slew rate and payload capacity. The interface to the controller needs to be tested for reliability and speed. Once the vendor is selected, the final layout of the components can be completed. The LGSF designers are aware of these risks. 
7.8. Location of Laser motion controllers

As outlined in section 3.6.5, more work is required to solidify the decision on the location of these controllers. Additional work is required to understand the trade offs between use of the electronics vault and the LSE to house these controllers. In addition to resolving the piezo stages, work may be required to characterize the performance of brushless DC motors through long cables. Detailed analysis of the costs, difficulty of installation and the availability of space in the left elevation cable wrap and e-vault must be performed.
7.9. NGS WFS internal collision prevention

The design presented at the mini-review indicated the use of a proximity sensor to provide a fail-safe method of avoiding collision between the lenslet assembly and the camera imaging optics as the focus is adjusted. It is not clear how this system would interface with a motion controller in a fast and fail-safe manner. There is also concern about the temperature dependence of this sensor. 

The controls team believes that the proximity sensor may not be necessary and a logical combination of limit switch signals may be sufficient. More work is required to understand the potential collisions and devise a straightforward yet robust solution.
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