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1 Introduction
As part of the NGAO System life cycle, the operations team assumes responsibilities for operating the system Operational Ready Review (ORR).  An operations plan is needed subsequent to the ORR to define the responsibilities of the operational team (OPS), how these responsibilities will be carried out and what resources are necessary to carry these out.  This document provides the ground work for the operational plan in the Preliminary Design Phase.  As the project progresses into the next phases, the plan will be updated to reflect the development of the designs.
2 References

2.1 Referenced Documents

Documents referenced are listed in Table 1.  Copies of these documents may be obtained from the source listed in the table.

	Ref. #
	Document #
	Revision or Effective Date
	Source
	Title

	1
	
	Aug 15, 2008
	WMKO
	Observing Operations Concept Document

	2
	KAON xxx
	Jan 06, 2009
	WMKO
	NGAO Observing Operations Concept Document


Table 1:  Reference Document
2.2 Acronyms and Abbreviations

Table 2 defines the acronyms and abbreviations used in this document.

	Acronym/Abbreviation
	Definition

	AO
	Adaptive Optics

	CCB
	Change Control Board

	CM
	Configuration Management

	COTS
	Commercial Off-The-Shelf

	IDL
	Interactive Data Language

	IFU
	Integral Field Unit

	KAON
	Keck Adaptive Optics Note

	LGS
	Laser Guide Star

	LGSF
	Laser Guide Star Facility

	NGAO
	Next Generation Adaptive Optics System

	NIRC
	Near Infrared Camera

	OOCD
	Observing Operations Concept Document

	OPS
	Operations Team

	ORR
	Operational Readiness Review

	PDR
	Preliminary Design Review

	PM
	Preventative Maintenance

	PSD
	Position Sensing Diode

	PSF
	Point Spread Function

	TBD
	To Be Determined

	WMKO
	W.M.K. Observatory


Table 2:  Acronyms and Abbreviations

3 Definition of Responsibilities

Defining of responsibilities will be based on the Observing Operations Concept Document for NGAO.  In this document, it prescribes to three phases that define the tasks associated with the three phases and an additional focus on day time operations.  The Observing Operations Concept Document (OOCD) provides a detailed list of task for the observing phases.  Tables from the OOCD are provided below for reference.
3.1 Pre-observing Phase

In the pre-observing phase, operations personnel will be responsible for supporting the astronomers in planning the observations.  Table 3 provides an example of the tasks related to imaging the Galactic Center.  The astronomer will have access to observing tools that will assist in determining the instrument configurations, AO configurations, and LGS configurations based on the requirements of the astronomer.  Operations will maintain the tools to update system performance in order for astronomers to make best use of the system.  With the astronomer’s inputs, the pre-observing tools will be able to estimate the expected performance of the observations.  This is likely to be an iterative process for the astronomers to find the best configurations to meet their requirements.  All aspects of observing are determined and will be formatted for proper inputs to the NGAO Multi-Command Control System.
During this phase, all the targets included the asterism selected guide stars are selected.  These targets will then be submitted to the Laser Clearinghouse for clearance by the operations staff.  The support during this phase will be under the ownership of the observing support staff at the observatory.
	Astronomer
	Support staff
	Instrument

	Task: instrument selection

	1. Review NIR camera performance parameters for anticipated use, e.g., sensitivity limit, filter, spatial, science field of view, multiplexing options, etc.
	
	1. Provides complete list of NIR camera performance parameters, including instrument distortion calibrations, relevant constrain for observing and setup, etc.

	Science fields and targets selection

	1. The astronomer reviews main requirements affecting final targets selection for this choice of instrument setup: e.g. maximum distance to guide stars (GS), GS brightness and morphology, telescope pointing limits, etc.
	
	1. Provides a narrative of target selection rules applied by the AO Guide Star tool.

	2. Search and save coordinates for AO Natural Guide Stars within the ~ 1 arcmin x 1 arcmin centered on the Sgr A*. Using appropriate catalogs and other references, the astronomer extracts the R, J, H and K band brightness for each NGS.
	
	2. Provides an AO Guide Star tool that will search catalogs available on the internet (ADS, NASA, etc) and extract the coordinates, brightness (visible and NIR) and color information for a list of science field coordinates. 

	
	
	3. Using Sgr A*, the GS tool will derive and save various configurations for the GS selection.

· This science field presents various possibilities for the AO GS configurations.

· A set of selection rules will be used to quickly derive the most favorable GS configuration (e.g., based on brightness/distance, known binaries, opening angle, TBD).

	3. Use the available tool and the observing information to derive general NGAO configuration and check for any problem.
	
	4. Given the characteristics of the science target(s) (e.g., number of field(s) and corrected field of view – largely based on the instrument selection/setup); a tool will identify and recommend a general configuration for the NGAO system (e.g., laser asterisms geometry, PnS on AO GS, etc.)

	4. Astronomers review the target + AO GS list and might choose to keep at least 2 or 3 GS configurations.
	
	5. For each science field and GS configuration, the tool will return a first-order performance metrics (based on a NGAO performance look-up table as a function of primary observing and system parameters).

	5. The astronomer will use the star list tool to save the star list in various required format: LCH submission format, telescope format, astronomer format, or any specific syntax required.
	
	6. A star list tool allows the user to easily manage the star list information (including coordinates for science fields, science targets, AO GS configurations, acquisition reference source and science reference source).  

	Pick-off alignments 

	1. Review the information and:

- identify source(s) for field ID in R band wrt AO GS.

- the methodology for sky background 
	
	1. A pick-off alignment tool simulates and overlay the location for the pick-off arms over the sources in the field and the LGS.

	2. Selects geometry for the pick-off alignment for the individual IFS and saves it (with the star list information - TBC). Two parameters need to be defined: field orientation, coordinate for the center of the LGS asterism and anticipated dither geometry (these values might be easier defined in instrument coordinates as the LGS needs not to move wrt to the science center). 
	
	2. A pick-off alignment tool simulates, checks and save the location for the pick-off arms for the science target(s), the AO GS, and the LGS. 

The center for the LGS asterism will be Sgr A*.

	
	
	

	Simulate NGAO performance on science fields

	1. The astronomer provides the science fields coordinate list, including individual science targets and NGS guide stars. 
	
	1. For each science field and GS configuration, the tool will return a performance metrics (based on a NGAO performance look-up table as a function of primary observing parameters and a library of PSF).



	2. The astronomer provides an observing setup including observing wavelength and spectral resolution, an observing date/time (or air-mass), and selects  an observing conditions scenario (e.g.,  x% percentile seeing conditions, wind conditions)
	
	2. Includes a library of Mauna Kea atmospheric conditions for the relevant parameters used for the AO simulations. 

The tool allows the user to define the expected air mass range and a range of observing conditions within the library.

	3. The astronomer selects the output format for the AO performance on the science targets.
	
	3. For each observing case, the simulation tool outputs a simulated performance at the location of the science target. 

The AO performance includes the values for Strehl ratio, FWHM, Ensquared Energy (assuming pixel geometry), residual TT rms,  and TBD.

The tool will deliver a model PSF representative of the average AO performance over 5 min with the selected observing conditions. 

	
	
	

	Simulate the instrument performance: SNR tool

	1. The astronomer provides:

· The output PSF profile from the NGAO simulation tool

· A spatial (and spectral?) model for the object (format TBD)

· A total flux expressed in TBD photometry system (mJ, ergs.s-1)


	
	1. The SNR tool takes as inputs:

· The output PSF profile from the NGAO simulation tool

· A spatial (and spectral?) model for the object (format TBD)

· A total flux expressed in TBD photometry system (mJ, ergs.s-1) 

	
	
	2. The SNR tool includes routines, data libraries and documentation for: 

· Sky emission flux model (airglow + continuum)

· Transmission and background emission model for the telescope + AO + instrument

· Model templates for the spatial (and spectral?) model for the object (format TBD)

	3. The astronomer uses the tool to derive signal-to-noise ratio for selected integration time and observing setup.


	
	3. The SNR tool estimates the signal-to-noise per pixel as well as integrated SNR, based on a model for the instrument for the observing setup. 

The instrument model will include:

· A model for the detection noise, depending on detector readout options.

· Reference sensitivity numbers for the instrument (e.g., instrument optics transmission, detector QE, % linearity vs. deep-well,  zero-points)

· Options for errors in sky subtraction (e.g., photon noise only, x% increased residuals due to OH airglow variations) 

	Observing sequences planning 

	1. The astronomer enters or selects the observing parameters for each observing sequence for the science object: object name, target list integration time, filter selection, dither pattern (number and coordinates), spatial and spectral observing setup, etc. 

A good starting reference for planning the observing sequences for the science instrument is the OSIRIS Observations Planning Gui (OOP Gui). Note that the OOP Gui does not include the full set of information such as location of Guide Stars
	 
	1. The tool is used for planning the observations in all possible details, including information on targets and guide star coordinates, field orientation per science target, filter sets, dithers, sky positions, etc.  

The planning tool uses the coordinate information to display the location of the science fields, the guide stars, and the AO field of regard, hence allowing the user to check the field geometry in either sky or instrument coordinate systems.

	2. The astronomer simulates various observing scenarios and save the final selected planning sequences.
	
	2. The planning tool estimates the observing efficiency for the observing sequence (i.e., not including the AO acquisition or the calibration standards). The accompanying documentation provides information on observing overheads such as detector readout, dithering overhead, etc.

	3. During observing, the observer will load up the observing sequences using the same tool, check these sequences one more time, make changes if necessary and command their execution.
	
	3. The planning tool will be used during observations to check the observing sequences and save the file that will be used by the observing sequence execution Gui.

	Calibration sequences planning

	1. The astronomer reviews the required calibration:  fine centering source, telluric standard, photometric standards, darks and flats, skies.

TBD: case of the standard star(s) requires AO GS and LGS.
	
	1. The documentation provides information on the required calibrations. 

	2. The astronomer simulates various calibration sequences and save the planning sequences. 

Particularly, there could a case where additional source(s) in the science field could serve as reference for fine centering, telluric or photometric standard, and/or PSF calibrations. The source could be observed simultaneously in the science field with one of the d-IFS arms. 
	
	2. The planning tool is used to simulate and save the instrument configuration for calibration sequences. 

	3. The astronomer determines the requirement for the PSF calibrations, and prepares the corresponding observing sequences.
	
	3. Provide documentation on PSF calibration procedures and expected performance. 

	Laser Clearing House target submission 

	1. The astronomer produces a list of all science fields requiring laser propagation including coordinate information for the science targets and the AO GS in a TBD format.

In addition, the list includes information on brightness, color and morphology for each AO GS in TBD format.  

At this point, we think it is not necessary to include details from 1) the observing sequences in LGS mode (yet, large offsets with LGS could require an additional pointing for LCH clearance); 2) target information for the observing sequences performed in NGS mode. 
	
	1. The star list tool allows the user to save a star list in the coordinate and list format required for LCH.



	2. The astronomer sends the list to the Observatory at least TBD (working) days in advance of the observations. 
	2. The Observatory staff uses a LCH coordination tool that collects the star list information per night (likely from formatted emails) and consolidate it (e.g., add engineering pointings or other astronomers’ data). 

The staff uses the LCH coordination tool to send a notice message to the observer(s) that includes the target list information sent for LCH approval.
	2. The star list tool allows the astronomer to submit the star list to Keck. 

A LCH coordination tool receives the target list from the observer. The tool has access to Keck data base for managing and using observer’s information for a given observing night. 

	3. The astronomer checks the list sent by email from Keck, and sends a formatted reply back to Keck.
	
	3. Upon positive reviews from the astronomers, the LCH coordination tool submits the list by email to LCH.

	
	4. The LCH coordination tool receives the times where laser propagation is precluded from LCH and format it for the observing planning and execution tools. 
	


Table 3: Pre-observing tasks for Galactic Center NIR imaging observations
3.2 Observing Phase

During the observing phase, observatory staff will support the operations of the laser, AO and instrument systems as well as the infrastructures….TBD.  Table 4 provides an example of tasks during Galactic Center NIR imaging.
	Astronomer
	Support staff
	Instrument

	Target selection

	1. The astronomer selects the next science targets among the planned observations. The astronomer checks the target field status for observation planning: target field uptime, laser traffic control clearance during the anticipated observing time, etc.
	1. The support staff checks the science field observability status: target field uptime, target submitted  to LCH, LCH no-propagation windows, laser traffic control clearance, etc. 
	1. A tool provides information and status on observability using LGS for the science targets. The tool displays: telescope limits and target uptime, target LCH status, laser traffic control status on target, etc.

	Field identification

	1. The astronomer prepares the necessary information to review and ID the field in the  R wavelength range: R-band chart, etc. 
	1. Command telescope slew and request setup for NGAO (acquisition, laser, AO, pick-off alignment, instrument) based on observing sequences information.
	1. Given selection of instrument, number and coordinates of  science targets and guide stars, pick-off alignment information, the tool output a configuration for NGAO sub-systems (acquisition, laser, AO, etc). This tool can run in a preview mode in the afternoon during observing checkup.

 Execute setup commands for NGAO (acquisition, laser, AO, pick-off alignment, instrument) based on observing sequences information.

	2. Once the telescope is pointing at the science field and the field rotated as requested, the astronomer helps ID the field using the acquisition camera display, a catalog image of the same field and any additional information.  Astronomers use the AO guide stars as a reference in the R-band. 
	2. Assesses whether the telescope pointing needs to be adjusted on a nearby reference star and find the tar star (note that this could be fully automated by inserting a telescope pointing star for every science field); 

Based on the AO guide stars, ID the field using the acquisition camera display, a catalog image of the same field and any help from the acquisition system and the astronomer. 
	2. The acquisition system displays simultaneously the on-sky recorded image, a catalog image of the field at the same wavelength, orientation and scale, and the coordinates and information for the AO guide stars. 

The tool attempts to cross-correlate the two fields and ID the brightest objects. The ID information for the brightest GS in the field is overlaid to the recorded image to be viewed by the astronomer and support staff.

	Science fields and guide stars acquisition

	1. Review the science instrument setup. 
	1. Monitors the progress on the science fields acquisition by checking that the AO GS is registered with the location of the probe arms (e.g., counts on LOWFS). 

Note that this is an off-axis acquisition where the pointing origin is re-defined for each new science field geometry (not currently implemented with Keck AO).  
	1. The acquisition software (MAGIQ) estimates the telescope offset and applies this offset.

The science field acquisition is performed by registering at least one AO GS with a pixel location on the acquisition camera (pointing origin) such that the science target(s) are registered with the pointing origins corresponding to the center of the science detector(s).

	2. Monitor the AO performance during acquisition and wait for go-ahead from support staff and system! 
	2. Monitors the progress of NGAO acquisition. 

There should be any manual acquisition step as it generally slows down efficiency and reliability. 

Gives the go-ahead to the astronomer when NGAO acquisition completes.
	2. The NGAO software commands the LGS and LOWFS acquisition, closes the loops and optimizes the system performance. 

The software informs on “AO readiness” when NGAO acquisition is complete and performance is optimized.

	Fine centering 

	1. Fine centering is checked by observing one of the science target (or any identified source in the field)  bright enough and visible in one sky-subtracted integration;

Case 1:  the AO GS are well centered for the pre-defined pick-off coordinates: the fine centering checkout observations will be performed without pre-offset.

Case 2: the AO GS are all de-centered for the pre-defined pick-off coordinates: the fine centering checkout observations will be performed after a pre-offset estimated from the average positioning error.
	1. Monitors the execution of the automated observing sequences for Case 1. 

Inform the observer and coordinate/confirm the re-centering actions for Case 2. 
	1. The NGAO system identifies the source(s) used for fine centering from the observer star list information. 

	2. Blind fine centering: when none of the science target (or any identified source in the field)  are bright enough and visible in one sky-subtracted integration;

Case 1:  the AO GS are well centered for the pre-defined pick-off coordinates: science observations will be performed without pre-offset.

Case 2: the AO GS are all de-centered for the pre-defined pick-off coordinates: science observations will be performed after a pre-offset estimated from the average positioning error.
	2. Monitors the execution of the automated observing sequences for Case 1. 

Inform the observer and coordinate/confirm the re-centering actions for Case 2. 


	2. The NGAO system may re-position each pick-off arms to minimize the centering error. 

	Observations on-source science fields

	1. Load the observing sequences
	1. Monitors the execution of the observing sequences.
	1. NGAO system (including instrument) provide the tools to load, execute and monitor the progress for the observing sequences.

	2. Monitors the execution of the observing sequences.
	2. Monitors system performance variables such as LOWFS photometry and AO performance.
	

	
	3. Monitors NGAO health and fault detector.
	

	
	
	

	Dither on the science field

	1. Monitors the execution of the observing sequences. The dither pattern is defined in the observing sequences and the pattern cannot be changed on-the-fly. 

The pattern can be defined in sky or instrument coordinate systems for a given sky orientation.  
	1. Monitors the execution of the observing sequences. 
	1. The NGAO system dithers the science targets around the science array with minimal overhead  

- by repositioning the science pick-off only, for move if the pick-off FoV permits

- or by repositioning all pick-off (case dither amplitude is larger than pick-off FoV) 

- See KAON 558

	2. Monitors the image quality as frames are being recorded and display.

TBD: requirements for the on-the-fly DRP. 
	
	

	Calibrations: telluric and photometry

	1. Performs the necessary calibrations required by the data reduction pipeline.
	1. Provides support for the required calibrations.

The requirements for the flat-field and spectral calibrations required by the data reduction pipeline will be detailed during the study and design of the d-IFS.
	1. Provides documentation, characterization and support for the required calibrations. 



	2. Load and execute the observing sequence for the telluric and photometric calibrations.
	
	

	3. Calibrate the PSF possibly using one of these methods: 1) PSF monitoring using one IFU, and/or 2) PSF reconstruction based on ancillary telemetry (WFC and Cn^2 data). 

The first scenario is costly to science as it requires dedicating one probe arm to the observations of a point-like source but provides a simultaneous PSF calibration for one location in the field. Extrapolating the PSF measured on one location to any location in the corrected field has been demonstrated (Britton 2006). 
	
	3. The NGAO system records ancillary data and provide the tool for reconstructing the PSF. 


Table 4: Observing tasks for Galactic Center NIR imaging observations
3.3 Post Observing Phase

After observations are made, the operational team will provide support to organize and disseminate the data.  Since the amount of data and telemetry will be large, data should also be backed up and removed from the system.  The product of this phase should be data that can be easily used by the astronomer.  Operations team will also support PSF calibration to improve the data and system performance.
The generic data product includes: 

· The raw science and calibration data

· The reduced science and calibration data

· The PSF reconstruction data from the WFC and Cn2 profiler telemetry, if applicable

· The image quality monitoring data (SR, EE, flux on LOWFS and laser return, fault events log, etc)
Table 5  provides an example of tasks during Galactic Center NIR imaging.

	Astronomer
	Support staff
	Instrument

	Nightly data saving

	1. Burns a DVD or backup the nightly data (science, calibrations and quality logs): 

- raw and reduced IFS science data

- raw and reduced IFS calibrations data

- intermediary and final products for PSF calibrations and reconstruction

- image quality monitoring data  (e.g., TBD time averaged of rms wavefront error, LOWFS photometry, Cn2 profile, seeing)

- system status monitoring data (e.g., pick-off coordinates, telescope coordinates, system faults) 

- TBD

	
	1.  All data used for data reduction, calibrations and scientific analysis are organized hierarchically, referenced and stored in one location, accessible by the user for backup systems:

A copy of the entire data set is archived at the Observatory.  

	Data reduction: PSF calibration post-processing 

	1. Astronomers review the reconstructed PSF for each individual integration frame. 
	1. The support staff monitors the cron jobs that produce the PSF calibration files either in pseudo-real time or after the observing night. 
	1. The system produces a PSF calibration file by reconstructing the time-averaged PSF for each individual observation file (using NGAO telemetry data and Cn2 profile). 

PSF reconstruction methods and intermediary and final PSF calibrations products are TBD.

	Astronomical data reduction

	1. Astronomers use the Astronomical DRP to produce the final version of the reduced data used for data analysis.  

Requirements: TBD (should be part of the instrument PD)
	
	


Table 5: Post-observing tasks for Galactic Center NIR imaging observations
3.4 Day Time Operations
3.4.1 Daily Servicing

Operations will be responsible for supporting daily servicing of the system.  This includes but not limited to cryogenic servicing or re-configuration of the NGAO instruments…
3.4.2 Troubleshooting

Operations will hold the primary responsibility for troubleshooting and repair of failures in the NGAO system.  This includes the response and closure of night log tickets.  The development team shall provide technical support when requested by the operations team.
3.4.3 Preventative Maintenance
Preventative maintenance will be performed under the support of a database to regularly schedule maintenance tasks.  These can include basic task such as regular cleanings to more intrusive tasks such optics cleaning and stage lubrications.
3.4.3.1 Laser System
Laser maintenance may include …TBD
3.4.3.2 Instruments

Since both instruments will be on Closed Cycle Refrigeration system, preventative maintenance is minimal except for regular pumping on the instrument, replacement of getter material, and possibly refurbishment of the cold heads.  Depending of the operations of the cold head, variable speeds or fixed speeds, the cold heads may last 3 to 10 years.
3.4.3.3 Adaptive Optics System

AOS maintenance may include …TBD
3.4.3.4 Infrastructure
Infrastructure maintenance may include …TBD
3.4.4 System Characterization
System characterization will be done during the development phase to ensure the system meets its specification.  The operational team will not be required to verify system performance but should continually measure system behaviors and performance.  This information can be used to support the user tools as well as preventative maintenance.  Performance degradation is generally a precursor to equipment failure or misalignments.
3.4.5 Spares Plan and Inventory
All spares for the NGAO system will be properly categorized in a database.  As a start, a database similar to the electronics group (Figure 1) will be used.  If an observatory wide database is developed by Technical Services Department and is accepted observatory wide, the NGAO project will also use this database.  In addition to the database, the inventory of spares shall be properly maintained.  The process of using and replacing spares as outlined by the electronics group will also be followed.  Any special handling instruments should also be identified in the database.
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Figure 1:  Electronics Spares Database

The storage and spares will be done on both the summit and at headquarters.  Critical spares which are required as part of troubleshooting will be located on the summit.  The database will also provide a location of the spares so they can be easily found.  Any non-critical spares or bulky items that cannot be stored on the summit will be located at headquarters and catalogued.

An annual or semi-annual inventory should be completed to check the spares against the database to keep the database current.

3.5 Change Control Board

Operations will also be responsible for supporting the Change Control Board (CCB).  The CCB will be the primary avenue for which changes will be made to the system.  The CCB will be made up of personnel of different discipline to ensure changes are made accordance to WMKO standards and documented.  To properly monitor the process of changes, the CCB will use the SEED or MANTIS tools currently supported at the observatory.
3.6 Software 
3.6.1 Configuration Management
All software will be under configuration management (CM) control to ensure it can be maintained.  Configuration Management ensures the software can be modified, built, and reverted if necessary by controlling the environment and version of the software.  Concurrent Version System (CVS) tools are used to maintain proper versions.  Information regarding WMKO CM can be found at http://www/TWiki/bin/view/Software/SoftwareCMSOP_New.
3.6.2 Outside Vendor Software

The second software maintenance task is to ensure support of outside vendor tools and operating systems.  These include the IDL tools and VxWorks operating system that will require annual licenses.   Generally, software is selected for their life time support.  However, it may be necessary at some point later in the system life cycle to upgrade to maintain support and or avoidance of obsolescence.  
3.6.3 User Tools
The NGAO System will come with an extensive set of pre and post observing user tools as noted in the OOCD.  NGAO is expected to provide significantly more telemetry that will require data management and reduction pipeline processing.  NGAO will include provide telemetry and data supporting PSF reconstruction.  These tools will require support from software personnel and support astronomer staff to assist the user community.

3.7 Computer Maintenance

Although this category is generally part of the observatory’s System Administration tasks, it is worthwhile to note some effort is needed to maintain the NGAO computer systems and perform backups.  Failure modes generally disk, fans or processor board failures.  Also part of computer maintenance is the upgrade of equipment due to obsolescence.  Servers need to be regularly upgraded as older units are no longer supported.

3.8 Documentation

The operations team will be responsible for maintaining, upgrading and generation of new documentation to support the system.  Each subsystem will be delivered with manuals and procedures needed to operate and maintain the unit during its lifetime.  All significant changes will be completed under the guidance of the CCB.  These will include:
· Procedures for handling, assembly and disassembly of the instrument and all of its components accurately reflecting the as-built instrument.  All assembly instructions shall be clear, and include a tools list, parts lists and check list.

· Routine maintenance and inspection procedures, as well as a maintenance schedule.

· Alignment procedures

· Troubleshooting guide

· Repair procedures

· Manufacturers’ manuals and documentation for COTS components

4 Continuous Improvements

Major improvements will be considered upgrade and will not be part of the operations plan.  It is also foresee continuous improvement be part of the system, especially during initial operations of the system to improve stability and usability.  Some effort and procurement will be included to support continuous improvements, which should be better defined during the handover process of the project.
5 Management

5.1 Effort Estimates

The following table provides estimates for the annual effort for operating, maintaining, and minor improvements for the system for the three phases.  The following assumptions are used to the effort estimates:

· 70 nights of laser operations on K2

· K1 LGS AO will continue to operate and will require support as well

· The laser is a more turn-key system than existing K2 laser, requiring minimal supervision during operations.  Personnel will mainly support the laser during startup and the initial few hours of operations.
· The NGAO system is stable.  It may be reasonable to assume a contingency factor to the total estimated cost during the first two years of operation while the system is stabilizing.

· Effort includes support for instrument personnel to support the two instruments, IFU and NIRC.
· Day time infrastructure support such as reconfigurations and preparation of the telescope and dome are not included in the cost.

· Night time infrastructure support such as observing assistants and night time attendants are not included in the cost.

· Cost does not include basic infrastructure or overhead costs such as vehicles, electricity, etc...
· Effort does not assume the use of spotters

	Phases
	Personnel
	Hrs/Obs Night
	Hours/Yr
	FTE
	Notes

	Pre-Observing
	 
	 
	 
	 
	 

	 
	SA
	8
	560
	0.29
	Observations Planning

	 
	SA
	2
	140
	0.07
	Calibrations

	 
	LT
	4
	280
	0.16
	Day time startup

	 
	LS
	12
	840
	0.48
	Laser Planning

	 
	Total
	26
	1820
	0.99
	 

	Observing
	 
	 
	 
	 
	 

	 
	LT
	4
	280
	0.16
	Night time observation

	 
	SA
	12
	840
	0.43
	Night time observation

	 
	Total
	16
	1120
	0.59
	 

	Post Observing
	 
	 
	 
	 
	 

	 
	SA
	8
	560
	0.29
	Data Reduction

	 
	SE
	4
	280
	0.14
	Data Reduction

	 
	Total
	12
	840
	0.43
	 

	Daytime Operations
	 
	 
	 
	 
	Troubleshooting, PMs, Performance Characterization, Documentation Control, CCB; Maintenance of observing tools

	 
	LSO 
	0.25
	17.5
	0.01
	 

	 
	LE
	7
	490
	0.25
	 

	 
	ET
	6.4
	448
	0.25
	 

	 
	LT
	6.4
	448
	0.25
	 

	 
	EE
	3.5
	245
	0.13
	 

	 
	SE
	3.5
	245
	0.13
	 

	 
	ME
	1.75
	122.5
	0.06
	 

	 
	MT
	1.75
	122.5
	0.07
	 

	 
	FE
	1.75
	122.5
	0.06
	 

	 
	FT
	1.75
	122.5
	0.07
	 

	 
	AOE
	3.5
	245
	0.13
	 

	 
	AOS
	7
	490
	0.25
	 

	 
	IE
	2.9
	203
	0.10
	IFU and NIRC Support

	 
	IT
	1.75
	122.5
	0.06
	IFU and NIRC Support

	 
	SysAd
	0.56
	39.2
	0.02
	 

	 
	Total
	49.76
	3483.20
	1.84
	 

	Continuous Improvements
	 
	 
	 
	 
	Minor Upgrades & Improvements

	 
	LSO 
	0.25
	17.5
	0.01
	 

	 
	LE
	7
	490
	0.25
	 

	 
	ET
	6.4
	448
	0.25
	 

	 
	LT
	1.75
	122.5
	0.07
	 

	 
	EE
	3.5
	245
	0.13
	 

	 
	SE
	3.5
	245
	0.13
	 

	 
	ME
	1.75
	122.5
	0.06
	 

	 
	MT
	1.75
	122.5
	0.07
	 

	 
	FE
	1.75
	122.5
	0.06
	 

	 
	FT
	1.75
	122.5
	0.07
	 

	 
	AOE
	3.5
	245
	0.13
	 

	 
	AOS
	7
	490
	0.25
	 

	 
	SysAd
	0.56
	39.2
	0.02
	 

	 
	Total
	40.46
	2832.2
	1.49
	 

	Grand Total
	 
	144.22
	10095.40
	5.35
	 


Table 6:  Operational Effort Estimates
SA: Support Astronomer; LE: Laser Engineer; LT: Laser Technician; LS: Laser Support; SE: Software Engineer; LSO: Laser Safety Officer; ET: Electronics Technician; EE: Electronics Engineer; ME: Mechanical Engineer; MT: Mechanical Technician; FE: Facility Engineer; FT: Facility Technician; AOE: Adaptive Optics Engineer; AOS: Adaptive Optics Scientist; IE: Instrument Engineer; IT: Instrument Technician; SysAd: System Administrator.

The following table breaks down the effort by discipline:

	Personnel
	Effort

	SA
	1.07

	LE
	0.50

	LT
	0.64

	LS
	0.48

	SE
	0.39

	LSO 
	0.02

	ET
	0.51

	EE
	0.25

	ME
	0.13

	MT
	0.14

	FE
	0.13

	FT
	0.14

	AOE
	0.25

	AOS
	0.50

	IE
	0.10

	IT
	0.06

	SysAd
	0.04

	Total
	5.35


Table 7:  Annual Effort by Discipline

5.2 Procurement Cost

	Procurements
	Annual Cost

	Laser Failures
	 $          10,000 

	Laser Consumables
	 $          50,000 

	Clean Room Consumables
	 $           1,000 

	Electronics Failure
	 $          10,000 

	CCR Cold Head Refurbishment
	 $           8,667 

	Optics Consumables
	 $           1,000 

	Computer Hardware (1 of 6 servers)
	 $           8,000 

	User Tool Licenses (IDL…)
	 $           2,000 

	Operation System Licenses (VxWorks)
	 $           2,000 

	Computer Licenses (Linux)
	 $           1,000 

	Total
	 $          93,667 


Table 8:  Annual Procurement Cost

5.3 Total Operating Cost

	Item
	Annual Cost

	Procurement
	 $          93,667 

	Labor
	 $        587,985 

	Total
	 $        681,651 


Table 9:  Operations Annual Cost
5.4 Summit Infrastructure Requirements

It is foreseeable the NGAO System will require telescope access to the Laser Guide Star Facility.  Early in the operational phase, it is conceivable the requirements will be 2 days per week.  Telescope access is needed for the lasers, optical switchyard, beam transport optics and laser launch systems.  This is similar to what was experienced in the original Keck 2 system.  In addition, the Keck 2 laser system required the telescope to be at zenith for several hours prior to every night’s run.  Telescope access requirement will likely fall to two days per month for operational needs once the system is stable.
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