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ABSTRACT

The Thirty Meter Telescope (TMT) will implement a first lighatcility Laser Guide Star Multi Conjugate Adaptive Optics
System, NFIRAOS, which will feed three science instrumentthe telescope Nasmyth platform. This system will include
two deformable mirrors, six laser guide star wavefront ees)sand multiple tip/tilt/focus wavefront sensors lockite the
instruments. The Real Time Controller (RTC) is one of the thimsovative and essential components of this first light
AO system. In this paper, we provide an update on the NFIRAODS Bverall requirements and challenges, and in
particular, on the tomography and fitting wavefront recargton algorithms. Several implementations of a minimum
variance reconstructor are presented together with the@gssing and memory requirements.

Keywords: Thirty Meter Telescope, Adaptive Optics, NFIRAOS, Real &i@ontroller, wavefront reconstruction algo-
rithms

1. INTRODUCTION

The initial Adaptive Optics (AO) architecture for the TMTshbeen defined to provide near-diffraction-limited wavefro
quality and high sky coverage in the near Infra-Red (IR) far ¢arly light TMT science instruments IRIS and IRMS.
Itis a Laser Guide Star (LGS) Multi Conjugate AO (MCAO) atteltiture consisting of:

e the Narrow Field Infra-Red Adaptive Optics System (NFIRA@Swhich provides turbulence compensation over a
moderately large field of view (1-2 arcmin) in order to sharfiee images of the natural guide stars and improve the
sky coverage,

e the Laser Guide Star Facility (LGSF),which generates multiple LGS in the mesopheric sodium layig the
brightness, beam quality and asterism geometry requirdibiyNFIRAOS and the second generation of TMT AO
systems

¢ and the AO Sequencer (AOS®)which automatically coordinates the actions of NFIRAOS #relLGSF during
science observations.

The initial TMT AO control architecture is presented in figur.

The NFIRAOS facility includes (i) two Deformable Mirrors {) conjugated at Okm (61x61 DM) and 12km (73x73
DM), (ii) one Tip/Tilt Platform (TTP) serving as a mount fdre ground level DM, (iii) six 60x60 LGS Wavefront Sensors
(WFS) observing an asterism of five LGS equally spaced on asaili35 arcsec and one additional on-axis LGS, (iv) up
to three Tip/Tilt/Focus (TTF) WFS working in the near IR anddted within each NFIRAOS instrument, (v) one 60x60
Natural Guide Star (NGS) WFS for observations without LG§,t(vo Truth Wavefront Sensors (TWFS), which are used
to calibrate for slow-varying wavefront biases due to \#wiss in the sodium layer profile during LGS observationg] an
to calibrate for long term drifts in image quality for NGS ebgations, and (vii) a Real Time Controller (RTE)which
processes the inputs from the multiple WFS to compute the amdmto the deformable mirrors and the tip/tilt platform.

The RTC is one of the most challenging systems of NFIRAOS. rElqeirements for the RTC represent a significant
advance over the current generation of astronomical AGeesystind require computationally efficient implementatibn o
minimum variance wavefront reconstruction algorithms a#l as innovative hardware architectures.

Section 2 of this paper provides an update on the NFIRAOS RfGirements and functional block diagrams. Several
modes of operations are defined and the control algorithmsdetailed further. Section 3 focuses on the LGS wavefront
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reconstruction algorithm, which is the most challenginderms of processing requirements. Four possible candidate
algorithms have been studied in great details and are theschiere. They are considered to provide equivalent AO
performance but have different processing and memory reapeints that may lead to different hardware implementation

Finally, section 4 summarizes the processing and memounjrexgents of the most demanding NFIRAOS RTC processes.
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Figure 1. Initial TMT AO architecture

2. THE RTC REQUIREMENTS
2.1. Functional requirements

The functional requirements for the NFIRAOS RTC remain \&ryilar to what was defined in a previous papeiThe
NFIRAOS RTC will provide all the control functions that arequired for calibration, test and real time atmospheric
turbulence compensation. It will accept and process thetinfsom several WFS and compute the commands to several
wavefront correctors on the basis of these WFS measuremgnisll operate at up to a 800Hz sampling rate with a
100Qus end-to-end latency (and a strong goal of 480 The RTC will update and optimize its control algorithms i
real time as the observing parameters and the atmospherititioms change. It will offload the persistent, low spatial
frequency components of the wavefront corrector commamdset telescope sub-systems via the AO Sequencer. It will
compute the commands to the LGSF fast steering mirrors bdlig&athe pointing of the LGS on the sky. It will store up to
one night of circular buffer data for diagnostic purpose®oPSF reconstruction in post processing. Finally, asitated

in figure 1, the RTC will interface with several other AO systeand telescope sub-systems as necessary for real time
atmospheric turbulence compensation.

2.2. RTC block diagrams
The RTC will implement 3 modes of operations:



e LGS AO mode. In this mode, the RTC uses the six LGS WFS and upée fiTF WFS to compute the commands
for the two DMs and the TTP. The low order TTF WFS allow the meaisient and estimation of the (i) tip/tilt for fast
guiding, (i) focus for LGS WFS calibration and (iii) tilt asdplanatism for higher-order wavefront control. Roughly
100 low-order modes of the commands to the DMs and to the TéBffloaded to the telescope sub-systems.

e NGS AO mode. In this mode, the RTC uses the high order NGS WFSifapdssible, one of the TTF WFS to
compute the commands to the DM conjugated at Okm and to the(ffieRsecond DM being flattened). The TTF
WFS measurements are used to improve the tip/tilt estimess @nisoplanatic error and/or reduced measurement
noise) and also to compensate for flexure within the instninss for the LGS case, roughly 100 low-order modes
of the commands to the DM and to the TTP are offloaded to thedejee sub-systems.

e Seeing limited mode. There will be science cases for the IRMBument where NFIRAOS will be used solely as
an active optics system. The DMs will be flattened and a coatizin of TTF WFS and TWFS measurements will
be used to compute the telescope active optics commands.

The RTC will also implement a calibration mode to measure, \W&8s, biases, reference vectors, and noise statistics,
DM-to-WFS influence matrices, pupil alignment measuremfamnteach WFS, etc.

Figures 2 and 3 give the block diagrams of the TMT RTC for theSL/&D mode and the NGS AO mode. Block
diagrams for the 3 operation modes have been developeddinglthe cases with and without an additional TTF WFS
for the NGS AO mode. The block diagrams share identical mexjuike the wavefront corrector control or the offload
to the telescope modules. Some of the individual proces®es leen detailed, in particular the LGS or NGS wavefront
reconstruction, the LGS WFS processing and the LGS WFS refererctor computation. Finally, some of the background
processes are now executed by the Reconstructor Paranetera®or (RPG) system, which is responsible for computing
and providing all of the matrices/vectors/parameters eédyy the RTC to perform the wavefront reconstruction.
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Figure 2. RTC block diagram for the LGS AO mode
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Figure 3. RTC block diagram for the NGS AO mode with a TTF WFS included

2.3. WFSprocessing

The 60x60 Shack Hartmann NFIRAOS LGS WFS will utilize the palaordinate CCD array designed specifically for use
with elongated laser guide starsThe polar coordinate arrays are constituted of small regtian islands of pixels oriented
along lines radiating from the center of the array. The nunob@ixels per sub-aperture ranges from 6x6 to 6x15 and is
proportional to the amount of the elongation. The total nendf pixels per WFS to read and calibrate~i05 kpixels.
From these measurements, the RTC computes, at a sampkmf @20Hz,~5800 gradients per WFS using a constrained
matched-filter processing algorithiin The LGS WFS processing is performed synchronously with thiizition of the
LGS WEFS pixel intensities (5Q), with the final sub-aperture gradient computed withipsl@fter the final pixel has
been provided. The constrained matched filter is optiminedal time, at a sampling rate of 1Hz (with a goal of 10Hz) by
dithering the LGS pointing with the LGSF fast steering mistd-or each LGS WFS, the RTC computes the intensity level
of the WFS sub-apertures at a rate of 800Hz and masks the uawgsdbapertures due to telescope obscuration, Rayleigh
backscatter or any M3 alignment problem. Then, for each LGS VéReference vector is subtracted from the LGS WFS
gradients. The LGS reference vectors are computed at 8@ztsed upon (i) the TTF WFS defocus, (ii) the NGS-to-LGS
delta focus derived from the 3D turbulence profile estim@ii¢the LGS WFS defocus measurements and (iv) the TWFS
measurements. The resulting gradient vectors are usefus o the LGS wavefront reconstruction process. The jmgjnt
commands to the LGSF fast steering mirrors are computedaaéaf 800Hz, based on the reference-subtracted gradients
and the dithering signals needed for the optimization oftla¢ched filter.

It is expected that the 60x60 NGS WFS will use a 240x240 CCD wiittrelectron read noise, providing 2x2 pixels
per sub-aperture and two guard rows/columns between thasetures. The total number of pixels to read and calibrate
is ~12kpixels. From these calibrated pixels, the RTC compt®800 gradients at a sampling rate varying between 10Hz
and 800Hz as required by the NGS signal level. A standardranadetector algorithm is used to compute the gradients,



with the centroid gains updatééh real time at a rate of at least 0.1Hz, to account for varietiin seeing and AO system
performance. The RTC also computes the intensity level o sab-aperture and masks the unusable sub-apertures due
to telescope obscuration and M3 alignment problems. A eefsr vector computed from the TWFS measurements is
subtracted to the NGS WFS gradients, and the resulting véstased as input to the NGS wavefront reconstruction
process. As for the LGS WFS processing, the NGS WFS processpgyfiormed synchronously with the digitization of
the NGS WFS pixel intensities (508), with the final sub-aperture gradient computed withipslafter the final pixel has
been digitized.

Finally, the TTF WFS are low order Shack Hartmann WFS with eighx or 1x1 sub-apertures. The sampling rate at
which the gradients are computed depends upon the sigmidethe corresponding guide stars. The number of pixels to
read and calibrate is small in comparison to the NGS WFS or @8 WFS:~3kpixels (a maximum of 16x16 pixels per
sub-aperture). The gradients are computed using a camstiranatched filter, which is updated at a rate of at least 0.1Hz
based upon variations in seeing and AO system performarmegmdients are de-rotated based on the instrument rotator
angle and then used as inputs for the TTF wavefront recatigiruprocess.

2.4. Wavefront reconstruction and control of the wavefront correctors

As shown in figures 2 and 3, the low order modes of the wavefemtnstruction are controlled separately (split tomogra-
phy) from the high order components of the LGS or NGS wavefreconstruction.

The LGS wavefront reconstruction is described in greatidetaection 3. The NGS wavefront reconstruction follows
the same approach as the LGS wavefront reconstruction arghthe set of algorithms is proposed. However, in the NGS
case, all block structured operators/vectors reduce talatd operators/vectors, and the bilinear interpolatiperators
reduce to the identity.

A least squares modal reconstructor is used to computext@srder modes (tip, tilt, focus and tilt anisoplanatism)
in LGS AO mode or 3 low order modes (tip, tilt and focus) in NGO fode from the TTF WFS measurements. The low
order modes are then temporally filtered and transformedl DM commands at a rate of 800Hz in LGS AO mode, or at
the TTF WFS sampling rate in NGS AO mode. The focus mode is wsedritrol the LGS zoom corrector and the LGS
WEFS reference vectors in the LGS AO mode, and is not projectéidet DM commands. The temporal filter parameters
for the low order modes are updated in real time at a rate ¢fZ).@onsistently with the updates to the temporal filters for
the wavefront corrector control process, to enhance cblowp stability.

The number of DM actuators is given in Table 1:

Active actuators | Edgeactuators | Total actuators/DM
DMO 2821 304 3125
DM12 ~3916 ~421 ~4337
Total ~6737 ~725 ~7462

Table 1. DMO and DM12 number of actuators

The pair of DM error signals computed from the TTF WFS measergmand the high order wavefront reconstruction
process are combined with the current DM commands applted@ipping. A simple integrator with an adjustable gain is
applied to the DM error signals computed by the wavefronbmstruction processes, to enhance the control loop gtabili
and balance the residual wavefront errors due to WFS measuataraise and time delay.

A woofer/tweeter algorithm is implemented for the contrdltioe tip/tiit modes. The TTP is used as the woofer
(low-bandwidth-high-stroke device) and the DMO is usedhestiveeter (high-bandwidth-low-stroke device). The TTP
commands are obtained by applying an additional propatiortegrator filter to the tip/tilt component of the filtek®M
commands.

The filtered DM and TTP commands are clipped to avoid saturdiiased upon the dynamic range and slew rate
limits of the DMs and TTP. Integrator windup is prevented bigtsacting such clipping adjustments from the inputs of the

*A dedicated tip/tilt mirror located in the NGS path may be dithered for this perpos



integrator. Finally, the RTC computes the commands for thedalge actuators to maintain a continuous facesheet figure
at the boundary, and calibrates the active and edge actmtunands to account for variations in the actuator gains and
offsets due to temperature. The clipped and calibrated @mdsifor the DMs and TTP are then sent to the DM and TTP
control electronics.

The temporal filter parameters for the wavefront correctmtiol process are updated at a rate of 0.1Hz (together with
the modal temporal filter parameters for the TTF wavefroobnstruction) to enhance control loop stability. The RTC
computes the Power Spectral Densities (PSD) of the actaatomands and the TTF wavefront modes, and transfers the
PSDs to the RPG System. The actual optimization of the teahfitier parameters is then performed within the RPG.

At last, the ground level DM and TTP commands obtained aftterifig are projected onto telescope modes (tip, tilt,
focus, coma, and up to 100 primary mirror modes). The tefgsenodes are offloaded at a relatively slow rate to the
telescope sub-systems via the AO Sequencer.

2.5. Other background processes

The RTC includes several additional background processa®nitor the AO performance of the NFIRAOS system. In
particular, the RTC computes the following atmospheri@paaters in the LGS AO mode at a rate of at least 0.1Hz: (i)
the strengths of the turbulence layers, (i) the Fried patam, and seeing, (iii) the atmospheric time constant(iv) the
isoplanatic anglé, and the (v) the outer scale,. In NGS AO mode, only the parameters (ii), (iii) and (v) arenguted.

The Fried parameter, the time constant,, the outer scalé., and the strengths of the turbulence layers are computed
from spatial and temporal structure functions of estimateblulence phase screens. The isoplanatic afgie computed
from the estimated strengths and (a priori) ranges of tHautence layers.

Another important background process is the acquisitiotheftelemetry data. The RTC will implement a telemetry
storage system, allowing the acquistion and storage of um#&night of data (90TB and a data rate of 3.5GB/s are
required). As a baseline, this system will also be used taieethe PSF statistical data (WFS gradients and WFS gradient
noise covariance matrices) needed to estimate the PSFtippaessing.

3. LGSWAVEFRONT RECONSTRUCTION ALGORITHMS

LGS wavefront reconstruction refers to the computation a¥efront values at DM actuator locations from closed loop
LGS gradient measurements. The approach adopted is basedhputationally efficient algorithms that provide itevati
solutions to open loop minimum variance wavefront recartdion with a sparse approximation of the regularization
term? 19 In this framework, wavefront values are first estimated oetao§ phase screens (tomography step), and this
estimate is then projected onto DM actuator locations r{fjittstep) to optimize performance (wavefront variance and
Strehl ratio) averaged over a specified field of view (FoV)wideer, the proposed reconstruction architecture invdlves
following important modifications from conventional op&op minimum variance reconstruction:

(i) 5modes, namely tip/tilt (TT) and 3 plate scale or tiltsaplanatism (TA) modes, are controlled at a lower bandwidth
by a second servo loop using a noise-weighted least-squezesstruction matrix operating on closed loop TTF
WES gradients. The 5 NGS modes can be specified as followsT @nlthe ground level DM with no command
on the upper DM,; (ii) defocus and astigmatism on the groumd!IBM with a scaled version of these 3 quadratic
modes on the upper DM, with a (negative) scale factor chasemsure that for point sources at the range of the
LGS, the wavefronts propagated to the aperture-plane stoofgpure TT, which is invisible to the TT-removed LGS
WFSs!!

(i) All modes orthogonal to these 5 TT/TA modes are conglat high bandwidth based upon pseudo open loop
LGS gradient measurements, using a computationally effi@égorithm which approximately solves the sparse
tomography and fitting matrix systems.

(iii) TT is removed from the pseudo open loop LGS gradientaccount of LGS position uncertainty, but tip/tilt removal
is not performed inside the tomography matrix.

(iv) The 5 TT/TA modes are projected from the LGS wavefrombrestruction at the output of the fitting step to reduce
the cross-coupling between the LGS and NGS loops.



(vi) The tomography matrix incorporates a sparse, scaleg)dcian squared regularization matrix (high-pass dpatia
filter) which approximates the atmospheric turbulence rewecovariance matrix, summed with a scaled identity
matrix to prevent the system from being singular.

(vii) Piston removal and piston regularization constraizte not imposed on the fitting system.

The main benefits of the split tomography approach are: alsmigrmulation of the LGS tomography step with reduced
computation, simpler, more flexible control of the TT and TAdmes, and reduced coupling betweeen the LGS and TT/TA
modes.

LGS wavefront reconstruction performs operations on 3sygfevavefront grids: a set of atmospheric phase screens,
an aperture-plane grid, and two DM grids. In what followsyrfalgorithms will be discussed to perform atmospheric
tomography. Three of them are conveniently implementedgorai® grids using a cone coordinate system for the atmo-
spheric grids where mesh size is squeezed with range angaimithe cone compression factr, = «y & Ag. Here
&k =1—hg/hgs <1, a4, = 1 0r2, andAy = dss/2 = 1/4 m denotes the aperture-plane grid mesh size. Note that re-
gardless of the choice of coordinate system, any LGS tonpbggavavefront reconstruction algorithm needs to be upgtlate
slowly with time due to sodium layer range variability. Iretbone coordinate system, this update is most conveniently
accomplished by updating the atmospheric grids themsealeesipdating the abov@. parameters.

Four core operations are involved in the overall LGS wavsfreconstruction process:

e Bilinear interpolation. This operation computes wavefrealues at the intercepts of rays traced through phase
screens (atmospheric and DM grids) to/from the apertuneepléor sources at either finite or infinite range. Rays
traced to/from the aperture plane correspond to forwaotilvard wavefront propagations, which are transposes of
one another. The projected aperture-plane grid point ¢oates on a plane at rangefor a source at rangkgc in
directionf are given by:’ = (1 — h/hge)  + h 6, wherex denotes aperture-plane grid point coordinates.

e Aperture-plane gradient and gradient transpose. The@madperator computes each LGS WFS gradient measure-
ment from wavefront values at up to 9 points of the apertlaeggrid on & x 3 stencil covering the associated
subaperture. Stencil weights are fully determined by thplénde profile defining a subaperture. At le&8t% of
the subapertures in each WFS are expected to be fully illuetnand the gradient operator associated with these
subapertures has a regular stencil coupling only the 6 pdlat border opposite subaperture edges (3 points on
each side with opposite weights). Similarly, the gradiessi$pose operator associated with these subapertures has a
regular stencil coupling either 0, 2 or 4 subapertures iattheyrid point.

e Atmospheric wavefront curvature squared. This operatiguliarizes the tomography step. The curvature squared
operator couples 13 points lying orb & 5 stencil, with 3 points from each of the 4 corners removed. Theeights
are identical for all atmospheric phase screens, and anéiégdéthroughout each screen, except near the boundary.

e Aperture weighting. This operation is performed in the DMy step to capture aperture edge effects and yield
a lower fitting error by cross-coupling aperture-plane gridéhts with up to 8 nearest neighbors ofi a 3 stencil.
Stencil weights are fully determined by the amplitude peodiéfining the aperture, and are identical throughout the
aperture, except near the bounday. Fully interior steheil& 2-dimensional Simpson weights.

All four of these operations shall be described in greateéailbelow. Grid-based as opposed to sparse matrix-based
operations are preferable since they have the highestadtenfully exploit the underlying structure of these ogtars,
minimize storage requirements, and most importantly,@kpbardware parallelism.

3.1. LGS Pseudo Open Loop Gradient Computation

For stability reasons, the LGS loop must operate on pseueo loop gradients. In the absence of measurement noise and
systematic errors (WFS pupil distortion and misregistrdtalibration errors), the poles of the LGS closed loopgfan
matrix are then equal to those of a conventional minimumavené reconstructor with closed loop constraints. Pseudo
open-loop gradients represent an estimate of the open laajlegts that would have been measured with ideal flat DMs
and ideal, fully linear wavefront sensors. As a result, theyalo open loop architecture eliminates the need for asilihei



mode removal step as in a conventional closed loop systemp3éudo open loop gradients associated to LGS W&i®
computed as follows:

[Sdm}k = T [ [ﬁdm}kl [ﬁfdm}kNdm :| , 1< kﬁj\flgs, (1)

,,
[satly = [sly + [samly, 2

whereNym = 2 denotes the number of DMs,; ands denote respectively the pseudo open loop and closed looiegta
vectors,z is the concatenated DM actuator vectodenotes the aperture-plane gradient operator,[é?aﬁ} represents
the bilinear interpolation operator for DM gridor rays traced from a finite range source (indicated by fe thotation)
in the direction of LGS numbeék to the aperture-plane grim{ﬁdm} g will generally have the following stencil:

v N , 3)
[ ] [ o } [(1&)(1@) Be (1= By)

where(g3,, 3,) is the ray intercept offset relative to the DM grid mesh siparfthe lower left neighbor node. Note that this
offset is not constant, since DM grids are not in the conedioate system and the intercepts are from finite range ssurce
The 3, /3, offsets for each LGS can be stored separately in two onerdiioeal arrays, sincg, is only a function of the
z-intercept of a ray in the aperture plane (and similarlydgy. Finally, note that the values ¢f, /3, need to be updated
every few seconds as the range to the sodium layer varies.

3.2. LGS Pseudo Open Loop Gradient Tip/Tilt Removal

The first step of LGS tomography consists in removing glohmtilt from the LGS pseudo open loop gradients. This
step is trivially accomplished by projecting off the gradiép/tilt modes from each LGS WFS pseudo open loop gradient
vector, which can be represented as follows:

el =TT Wi T)" " TT Wi[sollr , (4)
[Sotly, = ol = T [c]y, (5)
where[s,,], denotes the pseudo open loop gradient vector of LGS W&, is the estimate of the tip/tilt coefficients for
[Sot],» Wi is the pre-computed thresholded LGS measurement noiseséegevariance matrix (sparse weighting matrix
with 2 non-zero elements per row) for LGS WESandT is a common 2-columr{0, 1}-valued matrix containing the
gradient tip/tilt modes.
3.3. Computing the LGS Tomography System Right Hand Side Vector

The second step of LGS tomography consists in assemblindgghiehand side vector of the tomography matrix system
from the tip/tilt removed LGS pseudo open loop gradientsctvis accomplished by the following operations:

[y]k = I Wi [S_OZ]k s 1<k< ]Vlgs (6)
[9]1
~ T ~ T .
B, = [ |t Lo |t Yo } b, 1<1< Ny )
Y] Nigs

where[b], denotes the right hand side tomography sub-vector comeliipg to phase screénand {ﬁmm} y is the bilinear
interpolation operator between the nodes of atmospheyar laand intercepts of rays traced to the aperture-plane grid



from the direction of LGS WF%. The tilde again indicates ray tracing from a finite rangerseuNote that the interpo-
lation offset(3,, 8,) is constant throughout the grid when grid nodes are definélteicone coordinate system, which is
slowly updated to reflect sodium layer range variabilityisTroperty is particularly well suited for a parallel gitidised

implementation. The bilinear interpolation operat%fﬁatm} are updated at a rate of 0.1 Hz as the range to the screens

(i.e. zenith angle) and range to the LGS vary. The nodes daleeture-plane grid can always be chosen to coincide with
nodes of the ground-layer phase screen, such that no ifdéiguois needed for that screen.

3.4. Computing an approximate solution to the LGS Tomography System

The tomography matrix system takes the fodm = b, wherex denotes the concatenated tomography vector of unknowns
(atmospheric phase screendl),is the block structured tomography operator, @nd the tomography right hand side
vector. All tomography solvers discussed below perfaaf), [v], operations] < k,1 < Nps), Which can be expressed as
follows:

[ﬁatm} 1
¢ = DiagT" W1 T, -+, TT Wy T) : [v]; (8)
o
4T o aT
[p]), = [ [HatmLk {Hatm} Nigsh } ¥, ©)
[ql, = (W L? + €1) [v],, (10)
(Al [v], = [ply + [dl (11)

whereL? is the curvature squared regularization operator coudihgrid points in & x 5 stencil on each screes, is a
scaling constant proportional m,;‘* and to the 5/6 th power of the Fried parameter of ladyécomputed by the RTC in
real time), and is a small regularization parameter to prevdrftom being singular. Note that eq.(8) does not incorporate
a tip/tilt removal step after each multiplication byeven though global tip/tilt has been removed from the psemm
loop gradients.

Four algorithms falling in two categories are proposed fiviag the LGS tomography systemiz = b: two block
oriented algorithms operating on the blocks (i.e. layefghe system one by onend two system-oriented algorithms
operating on the whole system (i.e. all layers) at onbetailed Monte Carlo simulations indicate that the clokxxp
performance of all four algorithms agree to withiinm RMS in quadraturé? These algorithms are respectively:

e BGS-CBS: Block Gauss-Seidel with Cholesky Back Substihgi The core of this algorithm performs forward/back
substitutions omVps smaller systemgA],, [z], = [v],, where the right hand side vectet, depends on the solution
obtained for all diagonal blocks above or belb\the later direction depends on whether forward or backB&
is implemented and forward BGS is assumed below withoutdbgenerality). Memory requirements and operation
counts are minimal when the algorithm is implemented on omressed non-square atmospheric grids which are
matched in size to the metapupil associated with the LGSissteand the science FoV. In condensed notation,
starting with a warm initial guess'®) the algorithm solves the following system:

(Ap+A)z = y, (12)
y = b—Ayz®, (13)

whereAp, A, andAy denote respectively the block diagonal, block lower andklapper parts of the tomography
operator, and is the tomography right hand side vector. The algorithm ggoized in two main steps: assembling
the transformed right hand side vectgrand block lower triangular system solution layer by layiére transformed
right hand side vector (13) can be computed as follows:



Wlnge = Bl ¥ = 0
Fork:NpS_17"' 7].

[Hatm] 1k+1
¢ =14+ Diag(L" W1 T, . TT Wy T) : [2©], .,
H,
[ a }N|gsk+l
~ T ~ T
[yl = bl — { [Hatm} W [Hatm} Nigsk
End
whereas the block lower triangular system (12) is proceasddllows:
[z], = Solve([Al,, ; [y],)
Y =0
Fork =2,---, Nps
[Ham|
¢ =4 +DiagT" Wi T, ,TT Wy T) : @],y
H,
[ atm} Nigsk—1
~ T ~ T
[l = [yl — { {Hatm} o [Hatm} Nigsk } v

(], = Solve([A],, , [v],.)
End

where the function = Solvg(A,b) provides an exact solution of the generic systdm = b with Cholesky
forward/back substitutions (CBS).

Layer solution via CBS does not operate Anbut rather on the Cholesky factor of a re-ordered versiod.oft

is by far the most economical algorithm in terms of the numifeoperations on account of the high sparsity of
the Vps Cholesky factors. However, it requires to store these fagtocache, and partially sequential forward/back
substitutions for each layer. The Cholesky factors are tgobiat a rate of 0.1 Hz as turbulence conditions and range
to the LGS change.

e BGS-CG20: Block Gauss-Seidel witt) iterations of Conjugate Gradient (CG) instead of the abokiel€sky
backsubstitutions implemented in the Sdlded) function. This approach has the advantage of being much more
parallelizable.20 CG iterations per layer provide optimal performance. Thyoathm is well suited to operate on
square grids in the cone coordinate system.

e CG30: 30 CG iterations operating on the whole tomography system. algerithm is well suited to operate on
square grids in the cone coordinate system. Simulatiortsdadicate that arounsg iterations provide optimal per-
formance, althougR0 may still be acceptable with-a 20 nm RMS performance degradation penalty in quadrature.

e FD3: 3 iterations of Conjugate Gradient with a Fourier Domain pretitioning matrix!° The FDPCG algorithm
operates in the spatial domain with a sparse pre-computadefdomain Hermitian preconditioning matrid
updated at a rate of 0.1 Hz as the range to the layers, rangpe 103S, SNR, and turbulence conditions change.
Simulation results indicate thatiterations provide optimal performance. The preconditigrstep is implemented
in parallel vialVps ffts, a Hermitian matrix vector multiplication antl,s inverse ffts. The algorithm must operate on
square grids in the cone coordinate system.

The following points are worth mentioning: simulation ritsundicate that an additional gradient tip/tilt removégs
inside the tomography matrix provides only a modest (a feyy performance improvement; warm restart (the solution
from a given frame is used as the initial guess for the nexhdjais used in all these iterative algorithms, and is crucial



since it reduces the number of iterations significantly; BGS20 and CG30 have virtually memory-free implementations
and are ordeN, whereN denotes system size.
3.5. Propagating the L GS Tomogr aphy Estimate

The first step of LGS fitting consists in the geometrical pgaien of the LGS tomography estimate (ray trace interpola-
tion/accumulation) alon@Ve, evaluation directions from sources at infinite range, witigh be represented as follows:

7],
[y]k = [Hatm]kl [Hatm]kNpS ) 1 <k < New (14)
e

where[z], denotes the tomography estimate for lalyemd|Ham|,, iS a sparse bilinear interpolation operator between the
nodes of atmospheric gridand intercepts of rays traced to the aperture-plane grid ftee evaluation directiok. The
absence of tilde o/ indicates ray tracing from infinite range sources. Note thainterpolation offset§s,, 3,) are not
constant on a given phase screen, since atmospheric plmasasare in the cone coordinate system and ray tracings fro
infinite range sources. However, the offsets need to bedsforeonly 1 row/column of grid points for each infinite range
source, and are updated at a rate of 0.1 Hz as the range to heh&the choice of evaluation directions vary. Typically,
ray tracing is done iiVe,; = 9 evaluation directions.

3.6. Computing the LGS Fitting System Right Hand Side Vector
The fitting right hand side vector is computed as follows:

g, = weW [yl 1 <k < New (15)

la],
| Hanll o Hamlhe || 7 | 1S1SNam=2 (16)
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where[b], is the right hand side sub-vector for DM griigku;, is the scalar weight for evaluation directiénV is a fixed
sparse aperture-plane weighting operator coupling eadtpgint with up to 8 nearest neighbors o & 3 stencil (fully
interior stencils have Simpson weights), ditfl|,, is a sparse bilinear interpolation operator between theasmts of
DM grid [ and intercepts of the rays traced to the aperture-plandrgriathe evaluation directioh. The absence of tilde
on H indicates projection from infinite range sources. The pa&ation operator for DM number 1 at= 0km is fixed
and independent of the evaluation direction; the intetmiaoperator for DM number 2 is a function of the evaluation
direction, but the interpolation offsets are constant fbipaints in the aperture plane grid. These offsgfs, 3,) are
updated as the choice of evaluation directions vary.

3.7. Computing an approximate solution to the L GS Fitting System

The LGS fitting matrix system to solve has the form: = b, wherex denotes the concatenated DM actuator vector of
unknowns) is the concatenated fitting right hand side vector, drid the block-structured fitting operator. The proposed
fitting solver consists ot CG iterations operating on the whole fitting system. TheeoperformsA],, [v], operations

(1 < k,l < Ngm = 2), which can be expressed as follows:

[Hdmhl
Y= Diag(wl W, » WhNey W) [v]l ) 17)

[Hd m] Nevl!

(Al [l = | [Hawliy - [Hawlygu | ¥ (18)



3.8. Tip/Tilt and Tilt Anisoplanatism M ode Removal
The final step of LGS wavefront reconstruction consists inaeing the 5 TT/TA modes from the fitting estimate. Mode
coefficients are estimated by performing an inner produtti thie modal matrix as follows:

c=XM'z, (19)

where M is the modal matrixy is the inverse of thé x 5 modal cross-coupling matrikd/ 7 M), andz is the fitting
estimate. The mode-removed DM actuator vector is then ctedmas:

T=3-Mec. (20)

The matriced\/ andX: are a function of the range to the sodium layer and are up@éatedate of 0.1 Hz.

4. RTC COMPUTATION AND MEMORY REQUIREMENTS

This section describes the computation and memory reqeingsrof the most demanding RTC processes. These are the
LGS WEFS gradient computation and the LGS wavefront recoctstmprocesses, which operate at 800Hz. In comparison,
the other processes have very small requirements and adesaibed in this paper. Reconstructing the AO-correcg&fd P

in real time is not a RTC requirement as the moment, but isectoptated as a goal. The requirements of this process are
very challenging and could easily drive the processing aachary requirements of the RTC.

Memory (MB) Number of operations (MMAC)
per frame
LGSWFS processing 9.5 15
L GS wavefront reconstruction
BGS-CBS 41.6 39.5
BGS-CG20 1.6 204.5
CG30 1.6 195.6
FD3 39.3 208.5

Table 2. Memory and processing requirements of the LGS WFS gradient cotigouéand LGS wavefront reconstruction processes. Two
bytes fixed point arithmetic has been used to estimate the memory for theme&d GS WFS gradient processing. Four bytes floating
point arithmetic has been used to estimate the memory for the backgraksd which optimize the LGS WFS gradient computation.
Four bytes fixed and floating point arithmetic has been used to estimate therynfor the LGS wavefront reconstruction process.

5. CONCLUSION

The NFIRAOS RTC requirements and the functional block diatg have been updated. Four possible implementations
of a minimum variance reconstruction algorithm have bedimee together with their estimated processing and memory
requirements. However, more work needs to be done to finalizeequirements and our block diagrams, in particular for
the control of the LGS zoom corrector and the optimizatiothefNGS WFS gradient computation algorithm. Conceptual
design studies will be conducted during the next 6 to 9 morthe purpose of these studies will be (i) to select a wavéfron
reconstruction algorithm, (ii) to define an hardware amsttiire optimally suited for the chosen algorithm, basechupo
existing processor technologies such as Digital Signatéasors (DSP) and Field Programmable Gate Arrays (FPGA)
and (iii) to demonstrate that the combination of the chodgarithm and the hardware architecture meet the end-to-end
100Q:s latency requirement for the NFIRAOS RTC.
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