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1 Introduction

This document details the sequencing design of the Laser Guide Star Facility for the Next Generation Adaptive Optics (NGAO) design. The general sequence and control requirements are discussed in detail in KAON 636: Observing Operations Concept Document (OOCD), and are used as the basis for developing the detailed laser sequence herein. 

1.1 Terminology

The following terms and acronyms will be used throughout this document:

	Acronym
	Definition

	ASTRA
	Astrometric phase-Reference Astronomy

	BGS
	Beam Generation System

	IFS
	Integral Field Spectrograph

	KAON
	Keck Adaptive Optics Note

	KCSF
	Keck Common Service Framework

	LGS
	Laser Guide Star

	LLT
	Laser Launch Telescope

	LSS
	Laser Safety System

	MSCS
	Multi-System Command Sequencer

	NGAO
	Next Generation Adaptive Optics

	NGS
	Natural Guide Star

	OA
	Observing Assistant

	OOCD
	Observing Operations Concept Document

	PNS
	Point-and-Shoot

	PSF
	Point Spread Function

	VA
	Vertical Angle


1.2 Notation and Document Layout
Sequences are defined by an ordered list of operations. Each step in this sequence is notated with a numeric identifier, and complex steps can be further subdivided into nested tasks. A specific task can be uniquely identified by its fully extended name: 

<Section>.<Step>[.<SubStep>]* (e.g. 5.1.1 ‘Close Shutter’)
The fully extended names are used within the Laser Sequence Diagram companion document to map back to individual sequence steps.

Steps written in bold signify a task that is to be performed synchronously, requiring that the action(s) complete before the sequence can continue. Items in normal font signify asynchronous actions that will be run in parallel. Comments and notation may also be used within a sequence to give additional information about the state of the system or conditional requirements, and are identified as text surrounded by parenthesis.
For each step in a sequence we attempt to identify the estimated time for completion. Complex steps are calculated based on the contribution of all sub-tasks. In the case of fully asynchronous steps this is the value of the longest executing task. In the case of synchronous steps this is the total accumulated time of all sub-tasks. The total duration of a step is expressed in seconds and is identified within square brackets at the end of the step (e.g. [5s]: five seconds). Any step that does not have an identified time to completion indicates that it does to contribute significantly to the overall execution time (< 0.1 second).

Failure and branching sequences are also defined for most major steps. Each step with addition sequencing information will be followed by a link to one of the detailed subsequence sections discussed in section 11. Further information about each software controller is available by clicking on the name of the controller, which will bring up its corresponding component design document (CDD). Additional details about the general response and handling of system events and failures can be found in KAON XXX NGAO Control System Philosophy
.

2 Overview

NGAO is a complex system that will require a controls architecture capable of coordinating and managing the execution numerous devices concurrently. Each device must be configured and operated in a precisely timed and synchronized fashion to ensure the safety and performance of the system. A key to defining this device coordination is through the development of control sequences.

A sequence is a step-by-step breakdown of events and operations that a control system must perform to accomplish some task. Each step in a sequence represents a distinct system command. In many cases a step can itself be divided into sub-steps allowing the developer to design a hierarchical command sequence. These hierarchies are very useful for discovering the collaboration and communication between components within the system.

Steps within a sequence can be executed serially, parallel or a combination of the two. A sequence or an operation within a sequence can be defined synchronously or asynchronously, where the execution of the sequence may depend on a specific system event. 
The NGAO system can be divided into two main sequences: up-link and down-link. The up-link sequence pertains to the tasks and operations that must be performed by the Laser Sequencer to generate, align, and project the laser asterism on the sky. The down-link sequence defines all of the steps that must be performed by the AO Sequencer to acquire, calibrate, and perform atmospheric correction. The terms down-link and up-link indicate the direction of travel the light takes in and out of the system, respectively.

The following sections detail the up-link control sequence for the Laser facility. The AO down-link sequence is described in the NGAO AO Sequence document.
2.1 Phases

The laser control sequence covers everything from bringing up the software system, to acquisition, and finally shutting down for the night. The sequence itself can be divided into a set of phases each covering a specific state of the system during a typical night’s observing. These phases are (listed in order of execution):
· Startup
· Initialize
· Configure
· Acquire
· Propagate

· Observe
· Halt

· Idle
· Power-down

For the most part these phases can be executed straight through to perform NGAO correction for a science target. However there is flexibility allowing the sequence to return to a previous phase or jump forward to a latter phase. The following state diagram describes the relationship between each phase in the laser sequence:
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The main branch of the sequence proceeds through each of the phases as outlined. At specific points in the sequence the control can be sent back to a previous step, such as going from Halt to Acquisition. This flexibility allows the system to be reconfigured multiple times throughout a night for greater flexibility. (Note: this diagram is a simplified version of the actual laser control sequence. The complete sequence employs a more complex state machine, with some details left out here for brevity. The full Laser Sequencer state machine is documented in the NGAO Laser Facility Composite Design Document.)
Each of the laser sequence phases are detailed in the following sections. A sequence diagram (NGAO Laser Sequence Diagram) has also been produced based on the written sequence, and is a companion to this document.
3 System Startup

Before the NGAO system can be used it must be properly started. There are two types of startups scenarios: cold start and warm start. A cold start covers every thing from powering up hardware to launching the controls system. Warm starts cover the launching of the NGAO control system, and assumes the hardware system has already been powered and properly configured. The majority of the operational system startups will be performed as warm starts, where the hardware and work stations are running, but the control system has not yet been launched. In the event that a full system shutdown occurs (power-outage, hardware replacement, etc) the cold start procedure will need to be followed. The startup sequences are detailed below starting with the cold start.
3.1 Cold Startup
The cold startup process is performed outside of the KCSF / NGAO controls system and requires manual powering up and configuring the hardware and controls infrastructure. During this process the operator would boot the run-time machines, power on the hardware devices and configure the motion controllers.  The cold startup procedures are not part of the Laser Sequencer and are detailed in the relevant NGAO hardware manuals and procedures.
3.2 Warm Startup

After the system has been prepared and devices powered the operator can execute the NGAO startup scripts to launch the control processes. These scripts, along with other system tools, will live on a dedicated server and will be responsible for starting the required KCSF container managers and components on their target machines. The following sequence describes the warm startup procedure:
1. Shutdown any running NGAO processes:

1.1. Search system hosts for KCSF processes, and kill by process ID.

2. Prepare the Configuration System:

2.1. Launch the Configuration Management GUI.

2.2. Ensure the database server is running, or start it if it is down.

3. Load the desired configuration snapshot.

4. Launch the startup script to deploy the NGAO control system.

4.1. For each Container Manager defined in configuration, launch the manager process of the target host and initiate the lifecycle startup.

4.2. Containers, Controller and Components will be created and initialized.

5. Launch the operator and system tools.

5.1. Alarm Interface

5.2. Health Monitor

5.3. MSCS Command GUI

5.4. Science and instrument tools.

6. Validate the system startup and health of the control system through the Health Monitor and Alarm Interface.

3.2.1 Shutdown Existing Processes

To bring the system up fresh the operator will need to ensure that any existing NGAO control system processes have been shutdown. A system shutdown script will be created to automate the search and shutdown process.
The script will search a set of defined hosts to find all NGAO KCSF processes. Any running process will be killed by their process ID. If the process is responsive it will catch the kill signal and cascade a shutdown command to all subordinate controllers and components. This will ensure a graceful disconnection from hardware and software shutdown. If the process is not responsive the OS will immediately kill the process and release resources. The shutdown script will end after all NGAO run-time processes are terminated.

3.2.2 Start Configuration Service

Before the NGAO control system can be restarted the configuration database has to be prepared. All database management tasks can be performed through the Configuration GUI. Launching this GUI will show you the contents of the current active database. From this GUI you can stop and restart the database process, load a specific configuration snapshot, and modify the control system properties. Once the database has been properly configured the control system can be started.
3.2.3 Deploy Control System

The startup script uses the Configuration Service client interface to obtain a list of all of the container managers that the control system must deploy. This list contains information including the name of the manager -- which defines the root of a configuration hierarchy -- and where it will run. The script will launch the generic KCSF Container Manager process for each of the defined managers on their respective hosts. Each manager process will be provided with its name and the address of the configuration service. The component deployment process is built into the standard lifecycles of KCSF, and will be performed automatically once launched.  

3.2.4 Check System Health

After the software control system has been brought up, the operator will want to launch the observing tools and check the state of the system to ensure everything has been deployed and is running properly. The KCSF Health Monitor and Alarm Service tools are designed to provide at-a-glance feedback about the system. 

The Health Monitor tool displays a listing of all components and processes defined in the NGAO control system, and their current status. From here an operator can quickly check that all software components are running and in their appropriate state (RUNNING). Any components that have either failed to launch, are not responding, or did not complete the startup process will be immediately visible based on a simple color coded display. An operator can perform rudimentary diagnostics on each component from the tool, and is able to start, stop and reload a component easily.
The Alarm Service provides detailed information about system events ranging in importance from notices to critical failures and covers both software and hardware. From this tool the operator will be told why a specific component has failed to initialize or become unresponsive, and can then determine the next course of action. 

Once the operator has determined that all components have been deployed and in their correct starting state the system can be initialized for observing. See KAON 679: NGAO Control Software Architecture for more information on the Health Monitor and Alarm Service tools.

4 Home and Initialize
Once the NGAO software control system has been launched, the distributed device controllers will need to be initialized. This process includes homing devices, enabling telemetry, making remote connections to system dependencies, and preparing the software for run-time operation. Some hardware devices, such as the laser system, will take time to warm up before they can be used. If the system has been brought up from a complete power-down this phase will need to be postponed until the system hardware is ready. 

The initialization process is initiated by the operator through the MSCS and will performing the following actions. Estimated time: [?]
1. Shutters to safe state [5s]:
1.1. Command the Laser Composite to close all active laser unit shutters [1s]:

1.1.1. The Laser Composite will command each Laser Controller (3) to close. [1s]
1.2. Command Laser Safety System Controller to close safety shutter.

1.3. Command Beam Generation System (BGS) to close final shutter [5s].

1.3.1. The BGS Composite will command the Final Shutter Controller to close. [5s]

2. Notify the Laser Safety System controller the system is initializing.

3. Calibrate lasers [30s]:
3.1. Command the Laser Composite to initiate calibration:
3.1.1. The Laser Composite will command each Laser Controller (3) to calibrate. [30s]

3.2. Check lasers’ beam quality: 

3.2.1. Obtain the summary M2 beam quality value from the Laser Composite.
3.2.1.1.  The Laser Composite will query each Laser Controller (3) for the current M2 value.

4. Command the Laser Launch Telescope (LLT) composite to initialize sensors. The LLT Composite will:

4.1. Command the Temperature Sensor Controller to initialize device.

4.2. Command the Humidity Sensor Controller to initialize device.
5. Command the BGS Composite to initialize devices (home and put to zero position) [?] The BGS Composite will:
5.1. Command the Asterism Tip-Tilt Controller to home. [?]
5.2. Command the Asterism Rotator Controller to home. [?]
5.3. Command the Beam Expander Focus Controller to home. [?]
5.4. Command the Laser Beam-splitter Controllers to home. [?]
5.5. Command the Point-and-Shoot (PnS) Composite to home PnS steering arms [?]. The PnS Composite will:
5.5.1. Command each PnS Controller (3) to home. [?]
5.6. Command the Asterism Imager Camera Controller to initialize.
5.7. Command the Asterism Validation Controller to initialize component.

6. Command the Switchyard Composite to devices (home and put to zero position) [?]. The Switchyard Composite will:
6.1. Command the Laser Positioning Sensor Controllers (3) to initialize. [?]
6.2. Command the Laser Steering Mirror controllers (3) to home. [?]
6.3. Command the ½ Polarizer Controllers (3) to home. [?]
6.4. Command the ¼ Polarizer Controllers (3) to home. [?]
6.5. Command Low-power Fold Mirror Controller to move on-beam. [5s]
6.6. Initialize diagnostic sensors.

7. Command the Sky Alignment Camera Controller to initialize.
5 Mode Configuration

Before observing can begin the operator must configure the system for the desired observing mode. This process commands the control system to configure the hardware and software for observing and may include enabling / disabling hardware, positioning stages, and idling or activating software controllers. Configuring for a particular mode should put the system in its optimal state, and should take steps to reduce resource usage and improve system efficiency (e.g. disconnecting unrelated telemetry from the network, and idling unused hardware.)
Configuring the system for a particular observing mode will typically be initiated from the top-level MSCS. An operator will select one of the available modes and command the system to configure. This command is passed down through the hierarchy to every component in the system affected by the mode change. It will be up to the composite components to determine which child components are affected, and forward the command accordingly. 
Each component will know how it must be configured for a particular mode and will configure itself when commanded. The functionality for this configuration process will be defined within the performSetMode delegate method by issuing the controller’s SetMode action. In general the configuration process will involve loading the appropriate parameters and homing / initializing the device(s). Additional steps may include connecting to other components, enabling or disabling telemetry, and configuring hardware. 
In general, if a component or composite is not used in a particular observing mode it will be put itself into a disabled state. While disabled, the component will not be publishing telemetry or actively communicating with hardware or software components. If control of a disabled component is needed it can be selectively reinitialized, but care should be taken to ensure it will not interfere with observing. Note: mode configuration operations will disconnect and remove event monitors, which must be explicitly re-enabled after the component is manually initialized. 
The following sections detail the general system and component configuration sequence of each laser observing mode. Since the laser system is not used in NGS mode it is assumed that the Laser Facility composite and all child components are disabled while observing with a natural guide star. 
System configuration information was derived from KAON 550: NGAO System Configurations.
5.1 Mode Configuration Sequence
While the configuration sequence for the Laser Facility is common for all observing modes, the final state of devices and controllers will depend on the specific mode requirements (detailed in subsequent sections). For the most part this involves configuring the point and shoot laser beam train.
The following mode configuration sequence is executed to prepare the control infrastructure for LGS observing. Estimated time [?]:

1. Shutters to safe state [5s]:

1.1. Command the Laser Composite to close all active laser unit shutters. The composite will [1s]:

1.1.1. Command each Laser Controller (3) to close. [1s]
1.2. Command Laser Safety System Controller to close safety shutter.

1.3. Command Beam Generation System (BGS) to close final shutter [5s].

1.3.1. Commands the Final Shutter Controller to close. [5s]

2. Command the Switchyard Composite to configure devices for observing. The composite will [?]:
2.1. Command the Laser Positioning Sensors Controller (3) to configure for the desired observing mode.

2.2. Command the ½ Polarizer Controllers (3) to configure for the desired observing mode.

2.3. Command the ¼ Polarizer Controllers (3) to configure for the desired observing mode.

2.4. Command the Laser Steering Mirror Controllers (3) to configure for the desired observing mode.

3. Command the Laser Unit Composite to configure devices for observing The composite will:
3.1. Command the Laser Controllers (3) to configure for the desired observing mode.

4. Command the BGS Composite to configure for the desired observing mode. The composite will:
4.1. Command the Asterism Rotator Controller to configure for the desired observing mode.

4.2. Command the PnS Composite to configure the PnS Controllers for observing. The composite will:
4.2.1. Command the PnS Controllers (3) to configure for the desired observing mode.
4.3. Command the Point and Shoot Beamsplitter Controllers (2) to configure for the desired observing mode.

The following sections detail the outcome of this sequence when performed for each of the recognized observing modes. Each of the following sections details one of the LGS observing modes.
5.2 Fixed-Field (Imager or IFS)

Fixed Field (FF) mode will be the most common observing mode of the NGAO system, as required by the majority of science use cases. In this mode the laser and AO system are configured such that the star field remains fixed relative to the science camera, while the pupil can rotate freely. Up to three patrolling LGS beacons may be used. 
Fixed field observing is specified by the configuration name FixedField_LGS. In this mode all of the Laser Facility devices will be enabled for use. The actual configuration of the beamsplitters and point and shoot steering arms will be based on the number of tip-tilt targets provided in the acquisition sequence. The asterism rotator, beam expander focus, laser steering mirrors and polarizers will be tracking their corresponding references.
5.3 Fixed-Pupil (Imager or IFS)

Fixed Pupil (FP) mode is designed to maintain the structure of the Point Spread Function (PSF) in a fixed location on the science camera, while allowing the star field to rotate freely. This observing mode is ideal for detecting faint sources next to bright companions 3. Since there is no plan for tracking wide-field tip-tilt in fixed-pupil mode, the point and shoot LGS beacons will not be used. 
Fixed pupil observing is specified by the configuration name FixedPupil_LGS. Since the point and shoot laser beacons are not used in this mode, some devices in the point and shoot laser beam train can be disabled:
· Laser Beam Splitters (2)

· Wide-field laser polarizers (half and quarter)

· PnS Laser Controller
· PnS Steering Arms

As part of this configuration process the point and shoot laser unit will be shuttered and the controller disabled preventing the accidental propagation of the laser. The laser beam splitters can be left in their current configuration, and the point-and-shoot steering arms are moved to evenly distributed “zero” positions in the field before being disabled. Disabling controllers will reduce network and CPU demand by putting the software in an idle state.

Missing from this list are the point and shoot laser steering mirrors and beam positioning sensors. These device controllers remain active, and are in fact tracking with the other hardware. This is done to ensure the safety of the laser facility: if the PnS laser unit was to be accidentally opened it wouldn’t be sent off into the transport tube or cause damage to the BGS.

5.4 Interferometery

Interferometer (IF) observing can be performed in single target (V2 and NULLING), and dual star (ASTRA) modes. Single target inteferometry can be performed in either fixed field or fixed pupil modes, while dual-star must be performed in fixed field. 
From the perspective of the Laser Facility there is no difference between IF and non-IF observing in either fixed field or fixed pupil modes, as described in the previous sections. They are mentioned here for consistency with the AO sequence design document, and must be recognized by the Laser Facility Sequencer when issued by the MSCS.

The following interferometer observing configurations will be available:

· FixedField_LGS_IF: Fixed field inteferometry.
· FixedPupil_LGS_IF: Fixed pupil inteferometry.
5.5 Other Modes

Other observing modes, such as NGS, do not require the use of the laser system, and will be handled by disabling the entire Laser Facility control system. These modes are:

· FixedField_NGS: Fixed field NGS observing.
· FixedPupil_NGS: Fixed pupil NGS observing.
· FixedField_NGS_IF: Fixed field NGS inteferometry.
· FixedPupil_NGS_IF: Fixed pupil NGS inteferometry.
6 Acquisition

The Laser Acquisition process is initiated during the slew to the pointing star for the next target, and is invoked through execution of the Laser Facility Acquire command. The AO Facility acquisition process is also initiated during the telescope slew, but is independent of the laser acquisition. Both acquisitions must complete before the pointing star is acquired.

It is assumed at this point the system has been configured for observing, the shutters have been put into a safe state, and the device loops have been opened (either because of a recent system initialization or the termination of a previous sequence). The majority of these steps can be performed in parallel. Estimated time: [31s]
1. Configure the system for low-power mode [6s]:
1.1. Command the Laser Composite to close all active laser unit shutters [1s]. :
1.1.1. The Laser Composite will command each Laser Controller (up to 3) to close. [1s]
1.2. Command the Switchyard Composite to configure for low-power mode [5s]:
1.2.1. The Switchyard Composite will command the Low-power Fold Mirror Controller on-beam (enter beam path). [5s]
2. Command the BGS Composite to acquire the LGS targets [25s]. The BGS Composite will:
2.1. Command the Asterism Tip-Tilt Controller to enter TRACK. The controller will respond to changes in telescope elevation and determine the appropriate flexure compensation to apply to the tip-tilt mirror.
2.2. Command the Asterism Rotator Controller to enter TRACK. The controller will respond to changes from the AO Rotator and match its orientation accordingly. [18s]
2.3. Command the Asterism Imager Controller to enter free-run operating mode. The camera controller will begin publishing images at a regular rate (~10Hz) and will be used for asterism validation.
2.4. Command the Beam Expander Focus Controller to enter TRACK. The controller will respond to changes in the launch telescope temperature and telescope elevation, and change the stage position accordingly. [25s]
2.5. Set the appropriate configuration (on / off beam) for the laser Beam Splitters Controllers (2) (fixed-field only). [12s]
2.6. Command the PnS Composite to position the steering arms (fixed-field only) [10s] (see details). The Composite will: 

2.6.1. Calculate the position for each point and shoot arm.

2.6.2. Command each PnS Controller (3) to move to position. [10s]
3. Command the Laser Composite to tune the lasers off of 589nm [10s]:
3.1. The Laser Composite will command each Laser Unit Controller (3) to tune off of 589nm wavelength. [10s]

4. Command the Switchyard Composite to prepare for target acquisition [9s]. The Switchyard Composite will:
4.1. Command each of the active Laser Steering Mirror Controllers to enter TRACK. While in low-power configuration the controllers will respond to changes in telescope elevation. When the system is switched over to high-power mode the controllers will automatically detect an increase in flux on their associated beam position sensors and will instead use laser centroid information to keep the beams on target.

4.2. Command the active ½ and ¼ Beam Polarizers Controllers (6) to enter TRACK. The polarizers will be positioned based on the changing orientation of the Asterism Rotator using a lookup table. [9s]
The above steps should be completed before the telescope slew reaches its target. 
Note: the next part of the observing sequence focuses on calibrating the telescope pointing. Since the lasers are not used during this phase it should be OK for the laser acquisition process to overlap in the event of a quick slew. 
7 Propagate
After the pointing has been calibrated and the telescope is offset to the science target, the system can be prepared for sky propagation. This part of the sequence is initiated by the Observing Assistant after the science target has been acquired through the execution of the Laser Facility Propagate command. During the execution of sequence the OA should verify the final Laser Safety System permissive. Estimated time: [21s]
1. Verify telescope is tracking by querying the DCS Component Interface. If the telescope is not tracking wait for a configurable timeout before giving up.
2. Command the Laser Composite to open all active laser shutters. [5s]:
2.1. The Laser Composite will command each active Laser Controller (3) to open [5s].

3. Command the Asterism Validation Controller to check the asterism structure. If the validation fails, enter FAULT and break sequence. 
4. Configure the system for High-Power mode [11s]:
4.1. Command the Laser Composite to close all active laser unit shutters [1s]:
4.1.1. The Laser Composite will command each Laser Controller (3) to close. [1s]
4.2. Command the Switchyard Composite to configure for high-power mode [5s]:
4.2.1. The Switchyard Composite will command the Low-power Fold Mirror Controller off-beam (removed from beam path). [5s]
4.3. Command the Laser Composite to open all active laser shutters. [5s]:
4.3.1. The Laser Composite will command each active Laser Controller (3) to open [5s].

5. Command the Asterism Validation Controller to check the asterism structure. If the validation fails the Asterism Validation Controller will: 

5.1. Command the Laser Composite to close all active laser unit shutters [1s]:

5.1.1. The Laser Composite will command each active Laser Controller (3) to close. [1s]

5.2. Command the Laser Safety System to close the safety shutter.

5.3. Break sequence and enter FAULT state.

6. Command the Asterism Validation Controller to enter TRACK. The validation task will receive and process asterism images as they are published, and in the event of an error, immediately interrupt observing and put the system in a safe state.
7. Verify ready to propagate from Laser Safety System (OA acknowledged final permissive). 
8. Command BGS Composite to open final shutter to open. (Propagate to sky.) [5s]
8.1. The BGS Composite will command Final Shutter Controller to open. [5s]
Once the laser is on sky the AO system can perform a background calibration for the wavefront sensors. Once complete the laser is tuned back to the 589nm wavelength. (The execution of this command is issued by the AO Sequencer.)
9. Command the Laser Composite to tune the lasers on to 589nm [10s]:
9.1. The Laser Composite will command each active Laser Unit Controller (3) to tune on to 589nm wavelength. [10s]

At this point the Laser Control system will have completed its acquisition process. The AO system will be responsible for commanding the Laser facility to obtain the proper alignment of the asterism, and maintain it through observing. This includes positioning the Asterism Rotator, Tip-Tilt, and PnS Steering Arms. During the AO acquisition the laser asterism validation task will be regularly checking the health of the asterism to ensure the safety of the system.
8 Observing

During the observing science phase the laser facility tracking devices will be actively responding to changes in the system and environment. This includes the laser steering mirrors, polarizers, rotator, asterism tip-tilt, and beam expander focus. In addition to the tracking tasks, the point and shoot steering arms and asterism tip-tilt will also be receiving offload commands from the AO system.
While in the observing phase the asterism will be regularly imaged and validated by the Asterism Validation Controller. If the controller determines that the asterism has moved significantly from its calculated optimal position a warning will be raised with the Alarm Service. A set of thresholds can be defined that will differentiate between a mild and severe offset from the optimal position. A warning in itself will not result in an interruption of observing, but may indicate degradation in system performance. It will be up to the OA to decide if the warning needs to be handled.
If the validation process determines that one or more of the lasers are vignetted or have been lost, an immediate fault will be issued and the laser system will be shuttered. A fault event will result in an immediate interruption of observing. Although the observing may be able to progress in a degraded capacity and still collect satisfactory science data (e.g. only half of the central asterism is visible), we can not guarantee the safety of the system. The OA shall take appropriate action(s) based on notification by the alarm service before attempting to reacquire the targets.
9 Halt

At the end of observing the Halt sequence is executed. This sequence is initiated through the execution of the Laser Facility Halt command, and is responsible for opening device loops and putting the system in a safe state. The halt sequence can be performed at any time prior to or during AO acquisition and observing. From HALT the operator can reinitialize the system (section 4) or acquire a new set of targets (section 6). Estimated time: [5s]
1. Shutters to safe state [5s]:

1.1. Command the Laser Composite to close all active laser unit shutters [1s]:

1.1.1. The Laser Composite will command each Laser Controller (3) to close. [1s]
1.2. Command Laser Safety System Controller to close safety shutter.

1.3. Command Beam Generation System to close final shutter [5s].

1.3.1. The BGS Composite will command the Final Shutter Controller to close. [5s]

2. Command the Switchyard Composite to halt devices. The Switchyard Composite will:

2.1. Command the active Laser Steering Mirror Controllers (3) to halt.
2.2. Command the active ½ Polarizer Controllers (3) to halt.
2.3. Command the active ¼ Polarizer Controllers (3) to halt.

3. Command the BGS Composite to halt devices. The BGS Composite will:

3.1. Command the Asterism Rotator Controller to halt. (Stop responding to AO events.)
3.2. Command the Asterism Tip-Tilt Controller to halt. (Stop compensating for telescope elevation / AO offsets.)
3.3. Command the Beam Expander Focus Controller to halt. (Stop compensating for environment changes in launch telescope.)
3.4. Command the Asterism Imager Camera Controller to halt.

3.5. Command the Asterism Validation Controller to halt.

10 Idle
At the end of the night the system should be idled, which is done by issuing a Disable command for all of the devices. This phase is designed to disconnect software components and release system resources. After the system has been idled the software and hardware devices will be in a low-power / disabled state. Software processes will still exist in the system but they will no longer be executing tasks or publishing information: CPU and network usage should be at a minimum. At this point it is safe to power down hardware completely, and kill the Container Manager processes. The system can be reinitialized for operation by following the sequence defined in section 3. Estimated time: [?]
1. Command the Switchyard Composite to disable devices [?]. The Switchyard Composite will:

1.1. Command the Laser Positioning Sensor Controllers (3) to disable.
1.2. Command the ½ Polarizer Controllers (3) to disable.
1.3. Command the ¼ Polarizer Controllers (3) to disable.
1.4. Command the Laser Steering Mirror Controllers (3) to disable.
1.5. Power down diagnostics
.
2. Command the Sky Alignment Camera Controller to disable. [?]
3. Command the Beam Generation System Composite to disable devices [?]. The BGS Composite will:

3.1. Command the Asterism Rotator Controller to disable.
3.2. Command the Asterism Tip-Tilt Controller to disable
3.3. Command the PnS Composite to disable:
3.3.1. The PnS Composite will command each of the PnS Controllers (3) to disable.

3.4. Command the Beam Expander Focus Controller to disable. 
3.5. Command the Beam Splitter Controllers (2) to disable.
3.6. Command the Asterism Imager Camera Controller to disable.
3.7. Command the Asterism Validation Controller to disable.

3.8. Power down diagnostics

4. Command the Laser Launch Telescope Composite to disable sensors. The LLT Composite will:
4.1. Command the Temperature Sensor to disable.

4.2. Command the Humidity Sensor to disable.

5. Command the Laser Safety System Controller to disable:
5.1. Informs the LSS we are idling. 
11 Power Down
A full system power down may be required when changing out hardware, performing system maintenance, or when recovering from a malfunction. During a power-down, some or all of the hardware and workstations will be completely brought down. Before the system can be used again a full cold-start will need to be performed. See section 3 for more information on restoring the system.
The following outlines the sequence of steps that need to be performed to power down the system.

1. Idle the control system. (See section 9)
2. Execute shutdown script
.

1.1. Unloads all services and components.

1.2. Kills Container Manager processes.
2. Power down the lasers. [60s]

3. Power down other hardware as outlined in the hardware procedures.
12 Detailed Sequences and Error Handling
The following sections expand on some of the key steps in the laser sequences. 
 T.B.S
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� Erik was supposed to write this document. Never did.





Per KTT:


May not have time to write this. This document would be a good place to discuss Error Handling.


�Any others?


�What diagnostics does this cover?


�What diagnostics does this cover?


�Provide reference to script design document.
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