Hello NGAO designers –

Please find below my comments on KAON 714.

In general, this is a very good document.  The design is getting very close to PDR level.

Regarding my many references to current operations, which often relate to possible lessons learned:  These should not be taken as undue criticism of the current system (which works very well and is the envy of our competition).  It just seems, if ever there was a time to look at lessons learned, this is it; so it may come off as overly critical of the current system in that regard (hopefully not).

Enjoy!

Al

1. Specific comments on the design as presented
a. Page 21, section 4.4.4.1:  With the current system, considerable time is lost to FSM faults.  When a telescope offset is issued that would result in FSM motion beyond their mechanical limit, a fault state occurs and requires several minutes for recovery (and sometimes more time for a re-acquisition).  Operationally it seems obvious that a warning could be issued before the errant move.  We understand that it is not possible to add this feature easily; it would be difficult because it was not, from the beginning, designed into the low level controls.  We should not repeat this difficulty.   

i. Is their some kind of known relationship between a telescope move and FSM move?  If so it shouldn’t be that difficult.  However, the bigger question is what happens when we issue the warning.  Do we do the move anyway?  Do we prompt the operator but what happens if the move is denied?
b. P24, 4.5.3.2:  Please specify a feature to make it possible to record images as FITS files that can be easily analyzed using tools like DS9.  Image cubes would be good.  We are currently limited by our inability to, for example, easily view past LBWFS images as function of time.

i. The camera / detector images are processed by RTC and not AO controls.  We don’t yet have a interface to request images from them and aren’t sure if we will.
c. P26, 5.2.2.1:  Rotator control is unlikely dependent on telescope azimuth (as indicated in the figure) only on elevation and paralactic angle.  A bigger issue:  Will NGAO redo the calculation to compute a rotator physical demand based on the desired mode (PA versus stationary versus fixed-pupil) and the telescope positional information?  This would be a departure from past rotator control sysems (including the current AO system, NIRSPEC, DEIMOS, HIRES, etc).  In the past, designers of those systems realized that re-calculating rotator tracking demand was not efficient (nor possible to high accuracy) due to second order parameters (e.g., tube flexure) not available externally.  A complete discussion appears in Kibrick’s SPIE paper.

i. Can you please forward a link or copy of the paper.  Also, is it safe to assume that DCS is doing the calculation for everyone then?
ii. "User Interface and Control Software for the HIRES Image Rotator on Keck-1", Robert Kibrick, Al Conrad, John Gathright, and Dean Tucker, Pro. SPIE 3112, p. 187-198, September 1997, Abstract PDF-format PostScript-format
iii. I found: "DEIMOS Rotation Control System Software", William T. Deich, Robert I. Kibrick, Sandra M. Faber, De A. Clarke, Vernon Wallace, Proc. SPIE 4848, p. 463-473, December 2002, Abstract PostScript-format
d. P27, 5.2.3.2, There are latency issues that crop up when controlling rotators based on DCS telescope information.   Methods employing time stamps and extrapolation have, in the past, been required.

i. Are the latency because the rotator information is received at 2hz only?  Should they be sent out faster?  Earlier?  Do we know what is causing the latency?
e. P29, 5.4:  regarding the location and geometry of pick-off arms:  Enough information will have to be available to external clients to provide a graphical display of how the arm is occulting portions of the focal plane.  At least this would be very desirable.

i. Information about the LGS WFS pickoff arm positions could be made available, but I don’t see the benefit of knowing their orientation and focal plane position. The LGS WFS are not in the science path, and as long as they don’t obstruct each other the operator / scientist shouldn’t care how they are oriented. The LOWFS however are in the science path and could potentially occlude the science field. The algorithm we intend to implement will position the arms such that they obstruct the least area of the science field as possible. The predicted orientation of the pickoff arms could be displayed by the Observing Planning tools. If a live view is desired we could publish the position / rotation information for each pickoff.
f. P32, 5.4.3.1:  With the current system, insufficient dynamic range exists to accommodate the wide range of variation in the sodium layer.  Possibly something could be done in the control software to anticipate this same problem (?)

i. Dynamic range is a function of the hardware.  Software could possibly predict when you would run out but it can’t give you more.
g. P33, 5.4.3.2:  Assuming that a differential tracking mode will be provided for faint solar system objects, then the offloading discussed in this section will be the limiting factor on rates.  (For example, will the system be limited to distant objects like KBO, or will nearer objects with higher differential rates be observable.)  A specification of the off-load rate achievable and the dynamic range of the tip-tilt stage would give an indication of what might be possible in this area.  With the current system, this feature was added after-the-fact, but has been used recently with some success (e.g., recent Roe/Grundy observation KBO triple system).

i. Need to follow up with you on what you mean
h. P41, 5.7.2.1.  “and may contain parameters” should be explicit.  In particular the frame rate and gain of the control loop are the most fundamental parameters adjusted to improve performance.  Will these be controlled independently, as one value, or via some adjustable differentials?

i. In separate design documents (still in development) we explicitly list all of the input and return parameters for each action, including their type and function. For this document we simply describe the purpose of each action, for brevity. The control of these parameters is up to the user interface, scripts, or higher level . The basic functionality to set all of the parameters will be available by the controller.
i. P41, “Focus” section:  With the current system, when capture is lost (due to for example, wind shake), the focus loop runs away and drives the telescope focus millimeters away from nominal.  This state should be caught and prevented (or at least alarmed) at a low level within the control system.

i. The NGS WFS focus is not a tracking control loop, so will not run off focus due to transient affects. This might however be an issue with the LGS WFS focus, which we will have to take into consideration. 
j. P42, 5.7.4.3:  Will the FSM stage be able to track to accommodate differential motion for faint solar system objects?  (This is not possible with the current FSM stage, only with STRAP which is on a pick-off arm.)
i. The FSMs are non-tracking devices. I believe TTM2 will be responsible for differential tracking.

k. P44, 5.8.2.1, “and may contain parameters” should be explicit (e.g., step threshold)

i. This is just a boiler plate description of what an action is. As mentioned in a previous comments we will explicitly define all of the parameters and returns for each action by the PD review.

l. P45, figure 19:  What is meant by the label “direction” coming from DCS? Is zenith angle alone not sufficient for DAR calculations?

i. Zenith Angle alone is sufficient. Direction has been removed.

m. P58.  Because it is near top-end, there will likely be an independent RH sensor (like L4 on the current system).  This should be available through the same attributes mechanism as used for all other system parameters (unlike L4 on the current system).

i. Yes all sensors will be available through the same attribute mechanism.

n. P62, 6.2.3.1.   Will there be an automated spiral search if laser light does not land on the WFS?  Note that, although there have been huge recent improvements, this was once of the largest sources of lost time with the current system.

i. This particular section does not discuss the acquisition of the laser on the WFS, but instead alignment of the laser from the switchyard to the BGS. Unfortunately due to the design (at least based on my current understanding) if the beam is in low power move it will not have sufficient flux to be visible by the sensors to perform a search. In high-power mode it is not safe to perform a search because of potential damage. We will have to investigate this further.

o. P67, figure 33:  Temperature?

i. I have not heard that temperature will be a factor in computing flexure compensation. If it is this can be included in the calculation. Since the telescope and hardware is maintained at a fairly stable temperature I don’t think the small fluctuations will cause significant errors.
p. P70, figure 35:  LTCS?

i. This was an old diagram and is missing LTCS, which is mentioned in this section. The diagram will be updated, along with the LSS subsystem.

q. P78, Propogate: Will there be built in support for the “spiral” satallite avoidance information provided by Laser Clearing House (LCH)?

i. I am not familiar with the spiral satellite avoidance, but if this is something that the system can support, and is desired, we can add it to the design. A discussion with those familiar with this capability should be scheduled.

r. P78, Propogate:  Assuming the elevation limit (e.g. 25 degrees) will be automatically enforced, can we have an option to raise it for specific azimuth ranges (as is sometimes requested by PTA for flight ops)?   This is currently a manual operation.

i. I recall the lower elevation limit as 30deg, we need to check on this.  Regardless, if you’re asking if we can change this limit the answer is yes, through configuration.  However, it wouldn’t be based on azimuth (except where we need to avoid the nasmyth deck).

s. P81, sec9:  add “Interface to SciOps Tools”

i. Added.

t. P82-88, A1:  Add requirements for non-sidereal tracking and keywords.
i. SR-34 Non-Sidereal Tracking: The NGAO system shall be able to track objects that move at non-sidereal rates with a maximum deviation from sidereal rate of 50 arcseconds per hour (14 mas/second) or less.  In order to observe near-Earth objects, NGAO should be able to track non-siderally at 3600 arcseconds per hour (1 arcsec / second).
ii. SR-82 Keck KTL Keywords: The NGAO system must support an interface to the Observatory standard KTL keywords.
2. Comments on the overall document structure and format

a. Pages 9 & 10 (Figures 1 and 2):  The scope of what is presented in this document is limited to one or two boxes in each of these figures (these figure being presented, evidently, to show connect, not a functional decomposition of AO controls).  It would be clearer to present figure 5, which is a functional decomposition of AO controls, (or at least a forward reference to it) up front.  Readers like to find a top-level breakdown early in the document.

i. Sounds like there is a misunderstanding. This document covers the entire NGAO controls system, which has two main subsystems: AO (down-link) and Laser (up-link). Figures 1 & 2 show how the AO and Laser subsystems relate to the entire NGAO controls system and other Keck systems. These are actually the highest level diagrams describing the entire NGAO system. Figure 5 is a decomposition of the “AO System” box in figure 1. Does that make sense?
b. P22, 4.5.1, 2nd paragraph:  A “GUI button” seems like an odd example to give in this context.  Would not specification of a particular button on a GUI down in the control system layer be violation of basic principles of separating form from function?  (or in more modern parlance, violating the MVC design pattern)

i. How about “operator initiated”?

c. P30, fig 10:  In general the collaboration diagrams could be more fleshed out.  A quick google of ‘collaboration diagrams” shows that often these provide labeled arcs and more information about the classes being presented.

i. Absolutely. We are actually developing supplementary materials that diagram class inheritance, state machines, collaboration, sequencing, and deployment. These diagrams will be well notated and show all dependencies and interactions between components.

d. P38, 5.4.4.4.  The distinction about TWFS being under the control of NGAO (as opposed to “the Controls System” we later learn in fig 17 caption) is confusing.   It’s not clear what is meant by this distinction (or why it’s important).

i. NGAO Controls System is the full term for the software system we are developing. Controls System is sometimes used for short-hand. The other WFS are under the control of the Real-Time system. The TWFS is not: it is the responsibility of the NGAO control software. Also figure 17 refers to the NGS WFS, not the LOWFS: I think you are mixing two different sections.

e. P47, offloading.  How does this relate to the offloading discussion on page 33 (5.4.3.2); can these sections be consolidated?

i. They are separate entities. The LGS offloading control loop is implemented by the LGS WFS Controllers. The offloading loops discussed in 5.10 relate to the telescope offload and tip-tilt offset control loop entities. We attempted to divide the document based on software subsystems, not functional similarities, which is why you will encounter similar control loops in a number of different sections.

f. P53-56, 5.13:  This section seems vague and incomplete.  What’s inside the “observing” box?  Is this really supposed to be specifying the sequence provided by the observer (e.g., a box dither pattern)?    Possibly consider leaving out this section since it seems out of place in this document (which is more about control loops and low-level sequencing).

i. We will continue to improve the information presented here to make it more understandable, but this is an absolutely critical piece of the NGAO Controls System: it manages the entire AO facility. This control sequencer is responsible for coordinating the execution of the AO devices; opening and closing real-time and offload / tracking control loops; and identifying and responding to system faults and errors. To note, the observing box is the life-cycle state where an observation (and science sequence) is executed, and can include dithering. Just remember the AO Control Sequencer doesn’t understand what the sequence is doing, it simply listen to commands sent to it from the MSCS and executes them.

3. Grammatical errors and suggested changed

a. p9, last sentence: “discovery, common services and more” => discovery, and common services.”

i. Updated.

b. P36, last sentence: “Performing a background” => “Acquiring a background” or “Performing a background acquisition”

i. Updated.

c. P67, 6.3.3.2:  “as the telescope rotates” => “as the field rotates”

i. Not sure about this one. I guess “field” can be used, but since the laser facility doesn’t image the sky isn’t it more appropriate to state this from the perspective of the hardware mounted on to the telescope – i.e. it is the telescope that is spinning, not the field?
4. Typographical errors

a. P10, second paragraph: “well-know” => “well-known”

i. Updated.

b. P25, 5.1:  3 typos: figure reference, “Software wise” => “Software-wise” and “show” => “shown”

i. Updated

