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1. Introduction
This document describes the system design for the Non-Real-Time Controls portion of the NGAO system. During the Architecture Definition Phase immediately preceding the System Design, the focus of the activities was to develop the overall optical architecture of the NGAO system based on the top-level science objectives. As a result, a system-centric view of the NGAO has only just begun in this design phase. Hence, many issues related to the non-real-time controls are not well defined or understood at this point. These issues are clearly indicated in this design report along with recommendations for their resolution during the next phase of the design.
We begin by discussing the overall distributed controls architecture for the AO system, followed by the electronics and software designs. This is followed by a discussion of the main AO interface to the telescope, the Acquisition, Guiding and Pointing Control subsystem. Finally, we discuss the main data server for the entire NGAO system and conclude with a discussion of the risks identified thus far and issues requiring resolution during the PD phase.
2. AO Controls Infrastructure

The entire NGAO system can be viewed as a distributed controls system, in which many different components communicate with each other in various client/server or master/slave relationships using possibly several communication networks and protocols. We have represented a high-level abstraction of the NGAO system in the block diagram shown below in Figure 1.
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Figure 1: A Block diagram of the NGAO system viewed abstractly as a distributed controls system.

The diagram is the result of discussions we have had over the past few months regarding a system-centric view of NGAO. Each block in the diagram represents a set of control functions peculiar to a particular system or subsystem that can logically be grouped together. The grouping is an abstraction, as the various functions represented by each block may actually be implemented using multiple software and hardware components that are also distributed. As of this writing, the primary data communications paradigm used by the NGAO system components has not been specified. We are assuming that it will be the keyword system already employed at the observatory, but this assumption should be revisited during the PD phase of the project.
This document describes three of the subsystems shown above in greater detail: the AO system non-real-time controls, the laser controls, and the system data server. We also discuss the AO interface to the telescope, referred to here as the Acquisition, Guiding and Pointing Control. I loosely refer to all of these as the AO controls infrastructure. A block diagram of this infrastructure with more detail is shown below in Figure 2.
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Figure 2: A block diagram of the AO controls infrastructure.
The control systems are represented by a hierarchy in this diagram. At the top level are the main interfaces to the various subsystems (some of these interfaces are referred to as sequences in the diagram). All user commands to the subsystems pass through these top level interfaces. The middle level of the hierarchy represents an abstraction of more complex lower level control tasks, namely the basic control functions for that subsystem. Users do not access the system at this level except for engineering or troubleshooting purposes. Finally, at the bottom level of the hierarchy are the devices controlled by the control system themselves. These three levels of hierarchy are discussed in further detail in the remainder of this document.
3. Non-Real-Time Electronics

Before examining the details of the controls hierarchy described above, we take a minor detour to discuss the devices that must be controlled. This discussion is split into two sections: motion control electronics and device control electronics.
a. Motion Control Electronics

The devices to be controlled by the motion control system are many, and are detailed in a motion control spreadsheet (available here). This spreadsheet is still very preliminary and needs to be updated during the PD phase with more detailed specifications on the motion control requirements for the various devices (range, accuracy/repeatability, run-out, etc.). Furthermore, much of the laser system architecture is still undetermined, so motion control requirements for the laser devices can only be estimated at this point. The devices requiring motion control listed in the spreadsheet are organized according to the following breakdown (degrees of freedom required shown in parentheses):
· Vibration sensor (4 DOF)
· Calibration source (4 DOF)
· LGS WFS assembly (62 DOF)
· Dichroic deck (2 DOF)
· Interferometer pickoff, pointing and centering (5 DOF)
· NGS acquisition fold (1 DOF)
· Interim LOWFS assembly (32 DOF)
· NGS WFS and truth sensor (16 DOF)
· Visible imager (6 DOF)
· NIR imager (7 DOF)
· OSIRIS pickoff (1 DOF)
· Laser pointing and centering (36 DOF)
· Laser constellation generator (19 DOF)
· Other laser motion control (11 DOF)
Although still preliminary, the total number of degrees of freedom requiring motion control is approximately 200, which is quite large. For comparison purposes, the existing Keck AO optics bench has on the order of 40 devices requiring motion control, compared to 140 foir the NGAO optical bench (no laser devices). Moreover, many of the assemblies with multiple devices require complex and coordinated control. Therefore, a key task during the PD phase will be to work with the opto-mechanical group to simplify the design to minimize the complexity of the motion control requirements.
Another key task to be accomplished during the PD phase will be to develop a comprehensive motion control philosophy and architecture for the system, which will include:
· Selection of a motion control architecture (i.e., distributed vs. centralized servo control)

· Standardization of motors and servo amplifiers

· Specification of the motion control electronics to be used

· Location of the electronics relative to the AO system components and the cold room

· Motion control system reliability

Standardization of the motion control architecture will greatly simplify the design and implementation of such a large number of motion control devices.

b. Device Control Electronics

The remaining electronics in the AO system can be characterized as device control electronics. This consists of camera and sensor control, mirror control, control of the Real-Time Controller system, and environmental control. In this context, control does not refer to real-time control of these devices, as in real time control of deformable or tip-tilt mirrors, but to basic control of the devices themselves. This includes power control, initialization, basic parameter control, etc.

The devices to be controlled are as follows:

· Cameras and sensors

· Vibration sensor

· LGS WFS cameras

· NGS acquisition camera

· LOWFS tip-tilt sensors (2)

· LOWFS TWFS camera

· LOWFS TTFA camera

· NGS WFS camera

· NGS truth sensor

· Mirrors
· Woofer DM/TT control

· Tweeter DM/TT control

· LOWFS DM control

· dIFS DM control

· UTT mirror control

· RTC control
· Environmental control

· Power control

· Temperature control

· Humidity control

· Particulate sensing and control

· Instrument glycol or other cooling control

· Laser system control

· Diagnostics cameras

· Power and environmental control

These devices have not yet been specified, so it is difficult to define the electronics control required. However, based on experience, we expect that two or three hard-real-time controllers (e.g., VxWorks VME crates) will be required for the AO system, and one or two for the laser system. We also expect that one or two soft-real-time controllers (e.g., Unix workstations) will be required for the AO system and at least one for the laser system. A number of miscellaneous analog and digital IO cards will be required as well to interface the various electronics devices to the control systems. Depending on the cameras used, one or more Unix workstations or VxWorks VME crates may be required for camera control. A key task during the PD phase will be to specify the control electronics in detail for all these devices.
4. Non-Real-Time Software
We now turn our attention to the control of the devices listed above in the context of the control hierarchy discussed earlier. We discuss the AO system and the laser system separately.
a. AO System
A block diagram of the control hierarchy for the AO system is shown below in Figure 3. The top level of the hierarchy is the AO sequencer, which is the main interface between the AO controls and the rest of the NGAO system. The intermediate level shows the main control functions grouped by control type. Finally, the bottom layer shows the devices that are to be controlled. This diagram will be discussed in detail and expanded upon using more detailed diagrams in the sections below.
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Figure 3: A block diagram of the AO system controls hierarchy.
i. Sequencer

The AO sequencer, as mentioned above, is the main interface between the various AO controls functions and the rest of the NGAO system. The sequencer has four main components: a command interface, a set of coordination sequences, a data interface and a system health monitor. The grouping of these functions into a “sequencer” is an abstraction, as they may be implemented using multiple software and hardware components that are distributed. Those tasks requiring only soft-real-time control will most likely be implemented on Unix workstations, while those tasks requiring hard-real-time control will most likely be implemented using VME crates and CPUs running VxWorks and EPICS (or some similar controls architecture). Note: the use of the term “hard-real-time” in this context should not be confused with the real-time control portion of the AO system, which is performing the computations to correct for the atmosphere. Here, hard-real-time refers to the type of control where timing and response times are critical to correct control and operation of a particular device.
The functions of these four main components are as follows:
· Command interface. The command interface represents the main interface for the AO controls. In the current AO system, it consists of the basic interfaces to the devices to be controlled (e.g., keywords, EPICS). This is the most basic command interface for parameter updates and commands not requiring any kind of complex coordination or monitoring.

· Coordination sequences. The coordination sequences are a collection of state machines which implement complex sequences of commands for the underlying control systems. A coordination sequence allows the user to send a simple command to the sequencer, while it performs all of the many tasks required by this command and returns the status to the user. The coordination sequence receives a command from the user and then sends multiple commands appropriate for the task to be accomplished to the underlying control systems using the main command interface discussed above. Examples are: the main AO sequence that is used to startup, initialize, standby, and shutdown the system; and a setup sequence that sets up the AO bench devices, WFS cameras, and the RTC for a particular observing mode (see KAON 550: System Configurations Spreadsheet). The specific coordination sequences have not yet been determined at this early phase of the design. Hence, a key task during the PD phase will be to identify all of the coordination sequences required for the AO sequencer and to specify their requirements.
· Data interface. The data interface is the interface between the rest of the NGAO system and data produced by the AO system, primarily in the form of low bandwidth telemetry and system status data (high bandwidth telemetry data and diagnostic data are available through the data server, discussed later in this document).
· System health monitor. The system health monitor is a task that monitors the status of all the important AO system functions and initiates alarms or other fault indications to the rest of the NGAO system if problems are detected.
ii. Motion Control Software
The motion control software functions are organized as shown in the diagram below in Figure 4. They consist of two main components: the low-level motion control functions and the high-level motion control sequences.
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Figure 4: A block diagram of the motion control software architecture.
The low level motion control functions consist of one or more device drivers that implement an API for interacting with the motion control system to provide the most basic level of motion control. This device driver will most likely be supplied by the manufacturer of the motion control electronics. Layered on top of the manufacturer’s device driver will be another driver providing an interface to the AO control system (e.g., EPICS). At the top of this control block is a generic state machine that implements the basic coordinated functions required for controlling a motion control device with an arbitrary number of degrees of freedom. This concept is used in the existing Keck AO system.

The high-level motion control sequences are a set of state machines that implement the complex coordinated control required by many of the assemblies in the AO system. They accept high level commands from the AO sequencer and issue the appropriate commands to the low-level motion control block described above. The sequences will be implemented using a state machine compiler (e.g., EPICS State Notation Language, or the generic state machine compiler developed at Keck). The high level motion control sequences identified thus far are:
· LGS WFS: Coordinated control of the LGS WFS assembly housing 9 wavefront sensors and their associated optics.

· ADC: Generic control for the ADCs used throughout the AO system.

· NGS FSM control: high-level control for the NGS field steering mirrors used in coordination for target offsets and dithers.

· LOWFS: Coordinated control of the LOWFS assembly housing the various TT, TTFA, and TWFS sensors and their associated optics.
· IF pointing and centering: high-level control for the IF field steering mirrors used in coordination to send the light to the IF dual-star module.
· Focus Manager: Coordinated control of focus throughout the AO system.

The LGS WFS and interim LOWFS motion control sequences will be the most difficult and present some level of risk because of the movable pickoff arms with 2 degrees of freedom each. The arms must be prevented from colliding with one another, which implies that the motors cannot move through their entire range of motion during startup, as is done with devices in the current AO system. Also, both of these assemblies combined contain nearly one half of all the motion control devices in the AO system, so they are quite complex.

iii. Device Control Software
The device control software functions implement the remaining control blocks in the intermediate control level shown earlier in Figure 3. The main control functions are: camera control, DM/TT control, environmental control, and RTC control. These functions are discussed in further detail below.

1) Camera control

The camera control functions are illustrated below in Figure 5. They consist of camera device drivers and control sequences (state machines) to provide high-level control for each camera. The device drivers consist of low-level APIs supplied by the camera manufacturers that provide the most basic level of control for the camera. Layered on top of these device drivers are drivers for the AO control system (e.g., EPICS). If control system drivers do not exist for these cameras, they will have to be written. Because the cameras have not yet been specified, it is unclear how many device drivers must be written. The higher level control sequences shown in the diagram implement basic user level control for the cameras (e.g., start up, initialize, standby, shutdown, frame rate set, exposure time set, etc.). The higher level control sequences may also perform functions like taking backgrounds, background subtraction, and pixel non-uniformity correction.
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Figure 5: A block diagram of the camera control software architecture.

2) DM and TT mirror control

The DM and TT mirror control functions are illustrated below in Figure 6. The mirrors to be controlled are the woofer and tweeter DM/TT combinations, the LOWFS/dIFS DMs and the UTT mirrors. Because the mirrors have not yet been specified, it is unclear what control functions will be required. At a minimum, we need to control the high voltages used for the mirror drive amplifiers and any relays gating the flow of this voltage. Low level commands will be implemented using device drivers, most likely supplied by the manufacturer. If higher levels of control are required, they will be implemented using state machines. Also, if required, a state machine providing basic user control for the mirrors will be written (e.g., start up, initialize, standby, shutdown, etc.).
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Figure 6: A block diagram of the mirror control software architecture.

3) Environmental control

The environmental control functions are shown below in Figure 7. They consist of power control and environmental control. As in the control functions described above, low level control functions will be implemented using device drivers, as required, to communicate with specific devices, and higher level control functions will be implemented using state machines. It is unclear at this point precisely what environmental devices will have to be controlled. At a minimum, we must control the following:
· Power (remote control of power to various systems and subsystems)

· Temperature

· Humidity

· Particulate sensing and control

· Instrument glycol or other cooling


[image: image8.emf]Env/Pwr  Control

AO

Sequencer

Env Device

Control

Sequences

Env

Devices

Device

Drivers

Telem

Cmd

Status

Power

Control

Sequences

Power

Control

Devices

Device

Drivers

To Data 

Server


Figure 7: A block diagram of the environmental control software architecture.

4) RTC control

The RTC control functions are illustrated below in Figure 8. For context, the figure shows the connections between the RTC and its real-time input and output devices. However, the controls described here refer only to the command interface of the RTC to provide basic control and parameter passing for the RTC itself. Low level communication will be provided by a device driver which will implement the RTC command set. Any higher level coordination required will be implemented using state machines. Because the RTC has not yet been designed, the command interface, command set and coordination sequences required to control the device are unknown. However, we expect the commands to be similar to the following:

· Loading DSP & FPGA code

· Setting scalar parameters (e.g., loop gains)

· Setting array parameters (reconstruction matrix, centroid origins, servo control laws, etc.)

· Compute interaction (system) matrix

A key task during the PD phase will be to work with the designers to specify these functions for the RTC.
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Figure 8: A block diagram of the RTC non-real-time control software architecture.

b. Laser system

A block diagram of the control hierarchy for the laser system is shown below in Figure 9. The functions of the various levels are similar to those described earlier for the AO system. This diagram will be discussed in detail and expanded upon using more detailed diagrams in the sections below. The laser system controls are responsible for controlling the laser optical devices (beam transport control), the laser device itself, the laser cameras, environmental and power control, and possibly, depending on its architecture, the laser safety system as well.
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Figure 9: A block diagram of the laser system controls hierarchy.

i. Laser Sequencer

The laser sequencer is similar in design to the AO sequencer discussed above and is not discussed in detail here. The specific coordination sequences have not yet been determined at this early phase of the design. Hence, a key task during the PD phase will be to identify all of the coordination sequences required for the laser sequencer and to specify their requirements.

ii. Laser Motion Control (Beam Transport Control)
The laser motion control software functions are organized as shown in the diagram below in Figure 10. As in the AO system motion control discussion above, they consist of two main components: the low-level motion control functions and the high-level motion control sequences.
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Figure 10: A block diagram of the laser motion control software architecture.
The low-level motion control functions are similar to the ones discussed earlier for the AO system and are not discussed further here. We anticipate that the same low-level software developed for the AO low-level motion control functions will be reused here.

The high-level motion control sequences are a set of state machines that implement the complex coordinated control required by some of the assemblies in the laser system. They accept high level commands from the laser sequencer and issue the appropriate commands to the low-level motion control block. The sequences will be implemented using a state machine compiler (e.g., EPICS State Notation Language, or the generic state machine compiler developed at Keck). The high level motion control sequences identified thus far are:

· Pointing and centering: coordinated control of the 9 laser beams to compensate for flexure due to the changing gravity vector when the telescope moves in elevation.

· Constellation generator: coordinated control of the 9 laser beams to position the lasers as required in the asterism.

· Constellation rotator: coordinated control of the overall rotation of the asterism to keep it fixed on the sky or rotating with the telescope pupil as required by the particular observing mode.
· Polarization waveplate control: coordinated control of the polarization waveplates to provide polarization control for each of the 9 laser beams.
· Shutter control: coordinated control of the many shutters in the laser switchyard.

iii. Laser Device Control

The laser device control software functions implement the remaining control blocks shown earlier in Figure 9. The main control functions are laser control (control of the laser device), camera control, environmental control, and control of the laser safety system. These functions are discussed in further detail below.

1) Laser control

We assume that the laser will be provided with a software interface that allows for the basic passing of commands and return of status data. We may have to provide a driver to interface the laser to our controls system architecture (e.g., keywords, EPICS). We will also develop coordination sequences (state machines) to coordinate complex sequences of commands to simplify the command and user interface to the laser. Because the specifics of the laser are not known at this point, we cannot specify these control functions. A key task during the PD phase will be to work with the laser manufacturer (if we have identified one at that point) to specify the laser software interface.
2) Camera control

The camera control functions for the laser system are illustrated below in Figure 11. Cameras will be required for pointing and centering control and for beam quality evaluation.  The controls architecture for these cameras is similar to that described above for the AO system.
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Figure 11: A block diagram of the camera control software architecture.

3) Environmental control

The environmental control functions are shown below in Figure 12. The laser system environmental control architecture and the processes to be controlled are similar to those described above for the AO system. Where possible, environmental control software will be shared or reused between the AO system and the laser system; however, the extent of this reuse is not clear at this point.
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Figure 12: A block diagram of the laser environmental control software architecture.

4) Laser safety system control
The control of the laser safety system functions is shown below in Figure 13. This section is not meant to describe the design of the laser safety control system, which is covered in the laser portion of the system design, but the control interface to the laser safety control system. The control interface to the laser system consists of an EPICS device driver to provide an EPICS interface to the system, and possibly some high-level coordination sequences that would be part of the laser sequencer to coordinate sequences of complex safety system commands.
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Figure 13: A block diagram of the laser safety system control software architecture.

5. Acquisition, Guiding and Pointing Control.

A block diagram for the Acquisition, Guiding, and Pointing Control function is shown below in Figure 14. The control consists of two main functions: acquisition and guiding, and pointing control. The pointing control function implements the three types of offloading required, coma offloading, tip-tilt offloading, and focus offloading, as well as offset and loop control Each of these functions is discussed in further detail below. The functions shown below will be implemented in some combination of hard-real-time and soft-real-time control applications. A key task during the PD phase will be to further define these functions and their host CPUs in coordination with the Science Operations team (see KAON 567: NGS and LGS Acquisition Subsystems for NGAO: Initial Requirements and Conceptual Design).
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Figure 14: A block diagram of the acquisition, guiding and pointing control software architecture.

a. Acquisition and guiding

The acquisition and guiding control block is the interface between the AO system and MAGIQ guider. It represents the hardware and software “glue” required to connect the acquisition camera to the MAGIQ guider system used at the observatory. Some upgrades to the MAGIQ system may be required to support all of the NGAO acquisition requirements.
b. Pointing control
The pointing control function is the interface between the AO system and the pointing functions of the telescope. This includes pointing offsets for tip-tilt and coma offloading, secondary offsets for focus and coma offloading, and an offset control that interfaces to the AO loop commands to control the AO system during telescope offsets and dithers. The offload functions take the appropriate AO telemetry as inputs and compute the required pointing and secondary offsets.
6. Data Server
A block diagram of the data server is shown below in Figure 15. The server consists of a dedicated server-class CPU and RAID storage system and data recording and server tasks. The data recording hardware interfaces to the server are not yet defined, but are expected to be similar to those of the existing AO system telemetry server, which uses a Fibre Channel interface for high speed data and GBit Ethernet for the moderate and slow speed data. The data recording task receives data from the recording interfaces and stores it directly into a database on the RAID storage system. The server task supports remote connections and near-real-time query capability of the database through the data server interface.
The data storage requirements for the system have not yet been defined, but are expected to include the following:

· High speed telemetry and diagnostics data from the real time controller
· WFS, acquisition, and truth sensor camera data

· TT sensor data

· System configuration and parameter data
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Figure 15: A block diagram of the data server architecture.
7. Risk Analysis
The largest risk to the non-real-time controls system design is the lack of specificity regarding the many devices to be controlled, both motion control devices and otherwise. In most cases we understand the type and number of devices to be controlled, but we do not know enough information to document the software and hardware interfaces required to control these devices. We also do not know how many controls device drivers (e.g., EPICS drivers) need to be written. As a result, all the work estimates must have a high level of risk assigned until more information is available and the design can be specified.
Another risk area is the very large number of degrees of freedom in the AO and Laser system motion control systems, approximately 200. During the PD phase, the controls design team should work very closely with the opto-mechanical team to simplify the design and only use the minimum number of controlled devices required.

The complexity of the LGS WFS and LOWFS assemblies and their motion control requirements are also a concern. The number of degrees of freedom is quite large, and the complexity of the coordinated moves required is also quite high. Again, the controls team should work very closely with the opto-mechanical team during the PD phase on these assemblies and their control requirements.
There is a vibration sensor included in the motion control spreadsheet. It is not clear who is responsible for the design of the vibration compensation control system (windshake compensation) or what the non-RT controls requirements are for this function. This needs to be addressed during the PD phase.

Finally, because there are so many unknowns with both the laser itself and the beam transport optics, it is difficult to define the required controls at this point. This gives the laser controls a high risk factor as well.

8. Issues Requiring Resolution During PD Phase
The following items require urgent attention during the PD design phase.
· The overall data communications architecture for NGAO must be defined. We are currently assuming it is the observatory keyword system, but this must be decided.
· The motion control requirements (range, accuracy, bearing runout) need to be better defined for almost all of the devices to be controlled.
· The large number of degrees of freedom in the motion control system needs to be reduced.
· An overall motion control philosophy and architecture for the NGAO system must be developed.
· The numerous non-moving devices to be controlled must be better defined, along with the electronics required to control them.
· The high-level coordination sequences in the AO sequencer need to be defined.

· The device drivers required for device control (moving and non-moving) must be defined and scoped.
· The RTC command interface and high-level coordination sequences must be defined.

· The laser system high-level coordination sequences must be defined.

· The laser software interface must be defined (this is the software interface to the laser device delivered by the vendor).
· The laser motion control requirements need to be better defined.
· The acquisition, guiding, and pointing control interface needs to be better defined and scoped.
· The data storage requirements and data query requirements for the data server need to be determined.

· The requirements for the vibration compensation function need to be determined.

A1. Functional Requirements

This Appendix will contain a listing of the updated non-RTC functional requirements for the SD phase (coming soon).
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