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1. Introduction

This Interface Control Document (ICD) is written in support of the NSF ATI-funded near-infrared (NIR) tip-tilt sensor (TTS) project.  The intent is to document the interfaces between the NIR TTS camera to be built at Caltech and the remainder of the NIR TTS system including the existing Keck AO system.   

The remainder of the NIR TTS system includes 4 additional subsystems: the Opto-Mechanical System, the Real-Time Control System, the Controls System and the Operations Software.  A block diagram showing all 5 subsystems and their key components is provided in Figure 1.  The overall system requirements and the functional requirements for each of the 5 subsystems can be found in the System Design Manual (SDM); these requirements are not repeated here.
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Figure 1: Major subsystems of the NIR TTS and their key components

The NIR TTS camera (i.e. the Camera System in Figure 1) is defined as the cryogenic dewar enclosing the NIR detector and all items in this dewar, including optics and motion control, as well as the closed cycle refrigeration system, that keeps the dewar cold, the camera housekeeping and readout electronics and the camera’s host computer.  

2. Interfaces to the Opto-mechanical System

2.1 Optical Interface

The camera will be located in an f/13.66 beam at the science output of the AO system (f/13.66 is the 149.583 m focal length of the telescope divided by the 10.949 m diameter circumscribed circle enclosing the primary mirror).  The telescope pupil will be located 19.948 m in front of the focal plane.  The opto-mechanical system includes the optical pickoff that folds the beam to the Camera System.  The 120" diameter field of view that the camera optics must transmit corresponds to 87 mm at the AO focal plane that feeds the NIR TTS.  

2.2 Mechanical Interface

The camera shall mount kinematically to a Caltech provided plate. The bolt hole pattern to mount the Caltech kinematic plate to the WMKO provided focus stage is defined in a drawing of the Caltech provided plate (drawing number 1362-TM5211). The bolt hole pattern matches the 7 inch square pattern on the focus stage. 

The distance from the optical axis of the field lens in the Caltech camera to the bottom surface of the Caltech kinematic mounting plate is 85.73 mm as defined in drawing 1362-TM5000. Note that the optical axis is located 305 mm above the AO bench and the AO bench cover is located 711 mm above the AO bench.

The maximum allowable envelope for the camera system that sits on the WMKO supplied focus stage, is defined as follows:

· The camera shall not extend toward the pickoff optics by more than 50 mm in front of the front surface of the field lens.

· The camera shall not extend away from the pickoff optics by more than 400 mm behind the front surface of the field lens.

· The camera shall not extend to the left or right of the field lens optical axis by more than 200 mm from the optical axis.

· The camera shall not extend above the field lens optical axis by more than 600 mm.

The camera shall include a sealing mechanism for the hole through the AO bench top cover that is capable of handling 20 mm of focus travel.

3. Interfaces to the Real-time Control System
An interface must be provided between the camera readout electronics and the Microgate real-time control system to provide the high speed data needed to compute tip and tilt.  This interface is defined in the Microgate statement of work (KAON 824).

4. Interfaces to the Controls and Operations Software Systems

4.1 Device Control and Monitoring Interface
See section 5 for details of control methods, interfaces and signal type.

The camera’s host computer must support monitoring and control via the Keck keyword protocol, using Ethernet as the physical communication medium. 

The allowed control functionality must include power on/off, startup, shutdown, integration time, region of interest control, number of readout samples, start of integration and filter selection.  The allowed diagnostics must include health monitoring including internal (dewar) temperature monitoring and control. The complete definition of the camera keywords is maintained in a configuration controlled excel spreadsheet (KAON 857); this KAON contains the official list of camera interface keywords that are required to be provided. 

4.2 Acquisition Interface

Note that the NIR TTS camera will only be used in full frame mode as a backup acquisition imager.  The camera interface must provide images in FITS format.  These may be either full frame images or a series of sequential windowed readouts concatenated into a rectangular format dubbed a “film strip”.

All readout configuration parameters shall be available in acquisition mode.

All images will contain header information identifying readout parameters and the UT when the exposure is started.  The exposure start time will be accurate to 1 sec or better. This specification includes TRICK host clock error (expected to be negligible since it is to be slaved to a time server over Ethernet using the Network Time Protocol (NTP)) as well as execution delays in both the host and the array controller.
4.3 Electrical Interface

The maximum cable length between the camera and the camera electronics is 1.5 to 2.0 m for noise reasons.  The cabling between the camera and the camera electronics must be at least 1.5 m long to allow separate mounting of the camera electronics.  

The camera power supply will be located in the AO electronics room.  The cable length between the power supply and the camera electronics will be 8 m.

Power to the camera power supply will be provided by an AC power cord.  An AC power control switch must be provided to support switching of the camera power by commands sent over Ethernet (see section 5.1).
The camera electronics should properly recover from any power interruption.  Design features should be incorporated to insure the control electronics do not latch into an inoperable state due to power glitches or brownouts.

Temperature control will be provided by a Lakeshore controller mounted in the AO electronics room.

The camera host computer will be mounted in an electronics rack in the Keck 1 computer room.  WMKO-provided fiber cables will be provided from the AO electronics room to the Keck 1 computer room.  Caltech should supply fibers of sufficient length to reach a patch panel (2 fibers), and to reach the real-time controller (1 fiber), in the AO electronics room.  The required fiber length between the camera host computer and camera controller is 9 m.  An option exists to mount the camera host computer in the existing AO wavefront controller rack if this proves to be necessary.

4.4 Camera Electronics Cooling Interface

The ARC-70 camera controller housing box (349.25 x 139.7 x 171.45 (height) mm) will be air cooled via a hose to the existing air-to-glycol heat exchanger.  

The camera power supply will be housed in the AO Electronics Vault.  As this area is actively cooled the heat dissipated by the power supply can be dumped into the space with no concerns.
4.5 Cryogenic Interface

Two compressed gas lines will be run from the Joule Thompson (low vibration) cooler embedded within the camera to the compressor located in the K1 AO electronics room (the line length will be < 50 feet).  

WMKO will provide vibration isolation for the compressor and will provide any required safety features external to the camera and cooler systems.

Given that the detector will take < 4 hr to cool from ambient to operating temperature, it should be possible to implement remote power control of the compressor to allow operation of the cryogenic system only when needed, to reduce power usage, run time and maintenance on the compressor.  To implement remote power control the compressor power will be connected through an AC contactor, the control coil of which will be connected to an AC power controller (see section 5.1 below).
The Brooks Polycold Compact Cooler (PCC) provides no data interface for monitoring status such as compressed gas pressure or power consumption.  The only electrical interface is single phase AC power (500 W).  

Cooling power at the cold head is lost if ambient temperature of the compressor falls too low.  Ambient temperature within the AO Electronics Vault is actively controlled and remotely monitored.  Plans are in progress to further improve monitoring of the AO Electronics Vault by extending the facility management system.  This will provide a full suite of remote monitoring capability for the enclosure with alarms issued to maintenance staff.
Malfunction of the PCC will be inferred from overall cooling system performance, derived from cold head temperature, detector heater power, and camera vacuum vessel temperature measured by the Lakeshore controller.

4.6 Vacuum Interfaces
A vacuum valve with KF-25 or KF-40 (preferred) flanges for both the dewar and hose interfaces, shall be located on the camera dewar top plate to enable pumping in situ, without removing AO bench covers.  
The vacuum gauge with will have an interface which is compatible with the serial terminal server discussed in section 5.9.
5. Control Method/Interface/Signal Type

This section discusses the various signals and types of control that were identified in the section above and how these will be connected to the Ethernet. 

5.1 Remote Power Control
The largest classification of control is simple on/off of 120 VAC devices. Remote control of the power to individual devices has proven extremely valuable in the existing AO, Laser and Interferometer systems. 

This function shall be accomplished through COTS devices.  An APC7900 eight port power controller is already in place in the Keck 1 AO Wavefront Controller rack.  One of the five unallocated ports will be dedicated to the NIR TTS camera.  This unit connects directly to the network, can be controlled via browser, telnet, or custom API and host server software already exists to interface to it.  This controller is connected to facility Instrument UPS Power, supplied by a Symmetra 40 kW UPS located in the Keck 1 Mechanical Room.  The power controller will also be used to implement remote power control of the cooling compressor (see section 4.5).
No custom power control solutions using relays or digital I/O are permitted.

5.2 Camera / Detector Control
Control of the NIR TTS camera shall be done over Ethernet through a host computer, running KTL-compliant servers and connected to the ARC Camera control electronics via a fiber optic pair.  The network interface will use Keck standard keywords through the KTL API.  The host-ARC electronics interface is done with three-letter ASCII commands and parameters over fiber optics.  A separate fiber optic channel will be used to send image data to a real-time computer for processing. 

5.3 Discrete (Digital) lnput/Output
No separate digital I/O requirements are anticipated for the NIR TTS camera subsystem.

5.4 Analog Input
No separate analog inputs are anticipated for the NIR TTS camera subsystem.

5.5 Analog Output
No separate analog outputs are anticipated for the NIR TTS camera subsystem.

5.6 COTS Controllers
A number of off the shelf controllers will be required to provide monitoring/control of the environment and camera dewar. 

Located close to the camera dewar:

· Detector controller from Astronomical Research Cameras Inc.

Located in the AO electronics control room:

· LakeShore 340 temperature controller will be used for control and monitoring of dewar temperatures.

· Commercial motor servo controller with status and encoder readback.
· Ion pump controller.

5.7 Remote Reset Control
The ARC camera electronics can be reset under command control without power cycling the entire assembly.  This is done over the fiber-optic link using a custom ioctl control code to the system. 

5.8 Video
No analog to digital/network video requirements are anticipated.

5.9 RS-232 and USB
Various elements of the system, such as the LakeShore 340, require an RS232 interface for remote control.  A Lantronix ETS-32PR terminal server is currently in place within the K1AO Electronics Vault and will be used to connect those items requiring RS-232 serial communications links.  This terminal server has sufficient undedicated ports for all anticipated needs.  The distance from the terminal server to any device located within the AO Electronics Vault and much of the optical bench area is under 15 m, allowing high speed links up to 20 kpbs.
5.10 Ethernet
Several devices will connect to the Ethernet via a managed switch.  Managed switches allow creation of ‘V-LANs’ that help route network traffic and optimize data flow. Currently HP ProCurve 2610-24 units are used in the AO Electronics Vault. These are connected via dedicated fiber links from AO to the Keck 1 Computer Room. Reasonable efforts should be made to minimize the bandwidth requirements of the system as not to unduly consume observatory network resources.
5.11 Time Distribution / Synchronization
Existing observatory infrastructure distributes a GPS time signal via the IRIG-B protocol. Each system requiring a UTC reference makes use of a local VME decoder board. This method is capable of delivering microsecond level accuracies, if care is taken to account for propagation delays in the cabling. Components with relaxed requirements, generally servers and PCs, use the Network Time Protocol (NTP) to synchronize their local clock. 

NTP software is available to synchronize most operating systems time servers anywhere on the internet.  These servers are generally slaved to GPS often via and IRIG-B interface.  Linux systems typically achieve an accuracy better than 1ms rms on a local network, and better than 1s across the world, by continuously exchanging packets to monitor and correct for network delays.  NTP calibrates the local operating system clock so that cumulative errors are minimal while the network connection is unavailable or slow.  

The TRICK camera host computer will use NTP and not IRIG-B.
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